
ABSTRACT

TIME-GATED DIFFUSE OPTICAL SPECTROSCOPY:
EXPERIMENTS ON LAYERED MEDIA

Carter Benjamin McMaster

Propagation of near-infrared light through tissues is characterized by scattering (µ′
s) and ab-

sorption (µa). Using diffuse optical spectroscopy measurements, µ′
s and µa can be quantified

and concentrations of absorbing molecules can then be estimated in real time. Time-gated
detection has been proven to increase contrast at deeper levels of scattering media; however,
the media were assumed to be homogeneous and not layered in past studies. The initial aim
of this study was towards resolving deeper optical properties with time-gated detection and
layered light propagation models. Characterization of deeper medium layers would certainly
lead to implementation of such techniques for monitoring tissue oxygenation underneath the
skin and even the skull layers. It was shown that changes in the depth of a sample’s super-
ficial layer can be sensed past 15 mm with gated detection whereas in the absence of gating
there was no sensitivity. Layered, diffusion-based light propagation model did not accurately
predict expected optical properties of the samples measured using time-gated detection. De-
termining the sources of error that prevented layered modeling of time-gated measurements
became the specific objective of the research. Achieving the objective could show whether
the layered diffusion model used here is practical for real tissue studies.
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Introduction

The research problems investigated here all have to do with optical spectroscopy of highly
scattering media. Optics and spectroscopy have vast applications ranging from medical
imaging to chemical sensing in outer space. Often, the effect of multiple scattering is avoided
in such applications because it makes media appear opaque, milky or turbid.

Research in diffuse optical spectroscopy (DOS) deals with the multiple scattering of
near-infrared (NIR) light in tissues. Curiously, a light transport model that was originally
developed for use in atmospheric physics and spectroscopy turned out to be the right tool for
this task [1]. So why apply light scattering theory to biomedical optics and study tissues with
NIR or visible light? Well, because light at these wavelengths interact with compounds that
absorb light (chromophores), yielding compositional information that would be “unseen” by
say X-ray radiation or ultrasound, or other common imaging techniques used in biomedicine.
DOS is about recovering the information contained in the absorption profiles of chromophores
despite the high level of scattering.

For over 20 years, DOS has been used in medical and research settings to characterize
tissues and monitor blood oxygenation [2, 3, 4, 5, 6]. Light propagation in turbid media is
governed by the scattering and absorption properties of the medium–which are quantified
using the absorption (µa) and reduced scattering (µ′

s) coefficients [7]. Optical properties are
estimated using the appropriate light propagation model and iteratively fitting the theoretical
predictions with the measured data [8]. The light propagation model that physically accounts
for scattering is called the radiative transfer equation (RTE) [1].

Diffusion theory (DT) is an approximate way to solve the RTE that is computationally
efficient due to the availability of analytical solutions [1]. In diffusion theory, it is usually
assumed that the experimental sample is an infinite medium of homogeneous optical proper-
ties [9]. This assumption is physically inaccurate because biological media are in fact layered
and finite. Further, the superficial layers–skin and subcutaneous fat tissues–contaminate the
recovered optical properties when a deeper section of tissue is being investigated, such as the
cerebrum or muscle [10].
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DOS measurements are usually obtained using continuous-wave diffuse reflectance spec-
troscopy (CWDRS). In CWDRS, a continuous intensity light source is used to illuminate
the sample medium directly at the surface. Diffusely reflected light (reflectance) is harvested
using an optical fiber in direct contact with the surface at some radial distance, ρ, away from
the light source. The resulting intensity of detected light is a function of wavelength and
source-detector separation (SDS), the distance between source and detector channel fibers
[4, 11]. Although instrumentation for CWDRS is easy to use and inexpensive to obtain,
reconstructions of CWDRS measurements are only robust for quantifying relative changes in
optical properties rather than determining their absolute values [12]. Further, optical prop-
erty reconstructions using CWDRS data require knowledge about the spectral absorption
profiles of the chromophores [13, 12].

Another form of DOS called time-resolved diffuse reflectance spectroscopy (TRDRS)
contains richer information, with the potential to quantify absolute optical properties using
a single measurement [14]. for example, TRDRS can be used to resolve absorption change
at different depths of the tissue using the statistical moments of photon arrival times [15,
10] or breaking up the integrated signal into time gates [16, 17] whereas CWDRS requires
measurements at multiple SDS to have depth resolution [10]. In addition, multiple TRDRS
measurements can be used to quickly estimate optical properties without calibration [18,
19]. However, TRDRS systems often require expensive light sources, detectors, and control-
electrics as well as careful instrument response calibration [20, 14].

The time response of TRDRS to tissues is an exponential decay in time. The usable
signal drops in magnitude by some three decades in less than a nanosecond when measuring
the sample. This limits the ability of TRDRS to sense changes at deeper levels in the tissue,
because the detectors used have a dynamic range limited to about three decades [21]. The
total mean path length of photons, and hence the depth they travel, is proportional to the
photon time-of-flight. Thus, if the dynamic range of the detector can be increased, later
photons can be resolved that travelled on average deeper in the medium. Recently it has
been shown that using time-gated detection in TRDRS can improve the dynamic range of
the detector by several orders of magnitude [22, 21, 22]. Further, it was shown that time-
gating can increase sensitivity and contrast to absorption changes deep within a scattering
medium [23].

A multitude of studies have investigated the estimation of layered media properties from
TRDRS or CWDRS measurements [24, 25, 26, 27]. However, none of the studies to our
knowledge investigate layered samples using a time-gated detection capable system. In this
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thesis, it is hypothesized that the increased depth-sensitivity due to time gating will enhance
the characterization of properties in the deeper layers of the layered medium. The high-level
aim of this research is to use time-gated TRDRS to measure layered samples and to observe
if there are any advantages in terms of optical property quantification.

Outline of thesis

The thesis is broken down into four chapters. The first two chapters provide background
introduction to the theoretical methods and instrumentation used for DOS with a focus
on TRDRS. Chapter 1 provides a theoretical background for the analyses on experiments
while Chapter 2 discusses the major building blocks of the TRDRS system used for these
experiments. The final two chapters are about the experiments and discussing the meaning
of selected data. Chapter 3 is about the materials and methods necessary for setting up
TRDRS the experiments that will be discussed. Chapter 4 is a report of the results and
interpretation.

Specific objective

Preliminary results have shown that time-gated TRDRS measurements on layered media
can match to layered DT for a solid phantom with a single set of optical properties. This
result indicates that time-gating definitely has the potential to be used for accurate optical
property recovery on larger scale studies with more layered phantoms. The ability to separate
the surface layer and the deeper layer optical properties robustly would be very useful for
monitoring the concentrations of in vivo chromophores–such as oxygenated or deoxygenated
hemoglobin–beneath the skin layer, fat layers or skull layer.

Initially, the aim of this research was to quantify concentrations of chromophores in
the deeper layer of a layered medium using time-gated detection and our novel layered DT
modeling approach described in briefly in subsection 1.2.4. This would test the ability of
the time-gated TRDRS system to quantify changes in concentration of actual in vivo chro-
mophores in deep tissue layers. However, due to technical difficulties that will be discussed
in the conclusion, the specific aim of the research became focused on sources of error between
the layered DT model and time-gated experimental measurements on layered media.
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Specific objective: find the sources of error from time-gated TRDRS measure-
ments on layered media

Two types of layered samples were used for time-gated TRDRS measurements at two SDS
and two wavelengths for a total of four measurements for each phantom. The first type of
sample tested was a solid in the form of two polymer-based slabs. The DT model predicted
the properties of each layer of the solid phantom within a reasonable margin of error.

The second type of phantom tested was in liquid form with the chromophore and scatterer
dissolved in aqueous solution and housed in a 3D printed container separating each layer. In
the initial test of depth sensitivity range, it was observed that there were significant errors
between the layered DT model and the measurements. Additionally, the errors increased as
the depth of the top layer of the sample was increased.

Pinpointing the sources of these errors on the liquid layered samples would be critical
for determining whether it was the time-gated TRDRS instrument, the DT model or the
sample causing the errors. The objective is to test whether these errors could be explained
by incorporating an extra thin layer into the DT model. The barrier between the two
liquid layers of the sample had a significant thickness of 850 µm and an unknown amount of
scattering and absorption. If we show that we can improve the error by simply incorporating
another layer into the model, we will know that the DT model can account for thin layers and
that the absence of the thin layer in our model caused the error initially. If the DT model
incorporating a thin layer does not improve the error, we will have shown that the liquid
phantom designed here is not useful for further studies and that such a phantom should be
redesigned to fully test the approach of using a layered DT model with time-gated detection.
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Chapter 1

Theoretical framework

1.1 Radiative transport equation

The broad theoretical problem in diffuse optics is photon transport through scattering mate-
rials. It turns out that the transfer of radiant energy through highly scattering media is best
described statistically by an equation called the radiative transfer equation (RTE) [28, 1].
The RTE,

1

v

∂L(r, Ω̂, t)

∂t
+ Ω̂ · ∇L(r, Ω̂, t)

= −µtL(r, Ω̂, t) +Q(r, Ω̂, t) + µs

∫
4π

L(r, Ω̂, t)f(Ω̂, Ω̂′)dΩ̂′, (1.1)

Table 1.1: The quantities that are used in the radiative transport model with the corre-
sponding symbols and dimensions in SI units.

Symbol Quantity Units
L(r, Ω̂, t) radiance Wcm−2sr−1

Q(r, Ω̂, t) source power/volume Wcm−3sr−1

f(Ω̂, Ω̂′)dΩ̂′ phase distribution normalized probability

is centered around the radiance, which is the amount of radiant power per unit solid angle,
per projected unit area. The quantities of interest for the RTE are listed in Table 1.1. In
Equation 1.1, r is the position, t is time, v is the speed of light in the medium and µt = µa+µs

(the total extinction coefficient) is the loss of radiance due to absorption and scattering on
average per unit length. The left side of Equation 1.1 represents the change in radiance with
time about position, r, propagating in the direction, Ω̂. Due to the conservation of radiant
energy, the derivative on the left must be equal to the total gains in radiance minus the
total losses in radiance. In the right side of Equation 1.1, the first term covers the loss of
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radiance and the next two are the gains from the sources and radiance scattered in direction,
Ω̂, respectively.

1.2 Diffusion approximation

There are no closed form analytical solutions to the RTE, but approximate solutions are
found by expanding Equation 1.1 to a series of spherical harmonics. This is known as the
PN approximation [2]. Using this approximation is often referred to as diffusion theory (DT).
If the radiance is assumed to be isotropic, the series may be truncated at the 2nd term as

L(r, Ω̂, t) =
1

4π
Φ(r, t) +

3

4π
J(r, t) · Ω̂. (1.2)

Two new physical quantities are integrated into the two term expansion: the fluence rate,
Φ(r, t), and the power flux, J(r, t). The photon fluence rate is the total power per unit area
emitted from an infinitesimal volume at position, r, and time, t. The flux is the vector sum
of radiance out of an infinitesimal volume,

J(r, t) ≡
∫
4π

L(r, Ω̂, t)Ω̂dΩ. (1.3)

For the PN approximation to hold, we assume that the radiance is nearly isotropic and the
distribution of scattering phase only depends on the angle between the incident and scattered
light. In other words, f(Ω̂, Ω̂′) = f(Ω̂ · Ω̂′). Integrating Equation 1.1 over all solid angles
results in an equation in terms of the photon fluence rate and the flux,

1

v

∂Φ(r, t)
∂t

+∇ · J(r, t) + µaΦ(r, t) = S(r, t), (1.4)

where S(r, t) is defined as the total power per unit volume emitted by the source. Equa-
tion 1.4 is a continuity equation that simply means that the amount of radiant energy ema-
nating from an infinitesimal volume must equal the amount of light energy that is absorbed
or emitted from that volume.

Another relationship between Φ(r, t) and J(r, t) is obtained when Equation 1.2 is plugged
in for L(r, Ω̂, t) in the RTE (Equation 1.1). Multiplying everything by Ω̂ and integrating
over all solid angles, the RTE in terms of the expansion shown in Equation 1.2 will reduce
to

∇Φ(r, t) = −3

v

∂J(r, t)
∂t

− 3µtJ(r, t) + 3

∫
Q(r, Ω̂, t)Ω̂dΩ + 3µsgJ(r, t). (1.5)
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g is defined as the mean ensemble cosine of scattering angle θ,

g ≡
∫
4π

f(Ω̂ · Ω̂′
)Ω̂ · Ω̂′

dΩ̂
′
= ⟨cosθ⟩ .

In other words, g is the probability of scattered light propagating in the forward direction.
The typical range of g in soft tissue is from 0.8-0.98 [2].

Assuming the source of radiance is isotropic, the integral of Q in Equation 1.5 is just
zero. If it is further assumed that there are slow variations in J with time, (1/v)∂J/∂t can
be neglected compared to −(µtJ(r, t)− µsgJ(r, t)) in Equation 1.5. The reduced scattering
coefficient is defined as the number of random-scattering events per unit length cm−1, µ′

s ≡
(1− g)µs. Finally, Equation 1.5 simply becomes Fick’s law of diffusion,

∇Φ(r, t) = −3(µ
′

s + µa)J(r, t). (1.6)

The photon diffusion equation is implemented by using Equation 1.6 to rewrite the continuity
equation (Equation 1.4) in terms of Φ(r, t). We define the diffusion coefficient D as D(r) =
1/3(µs

′
(r) + µa(r)) and let it be the case that the sample is homogeneous, µs

′
(r) = µs

′ and
µa(r) = µa. The time-domain diffusion equation becomes

µaΦ(r, t) +
1

v

∂Φ(r, t)
∂t

−∇ ·D∇Φ(r, t) = δ(r − rs)δ(t− ts), (1.7)

where the source term is of the form S(r, t) = δ(r − rs)δ(t − ts) because we assume an
isotropic point impulse source (infinitely small in space and time) at point rs and time
ts. Equation 1.7, the diffusion equation allows for a quick, approximate model for photon
transport in the limit of high scattering (µs

′ ≫ µa). As a rule of thumb, it is accepted that
the ratio between µs

′ and µa should be at least µs
′
/µa ≥ 10 [2].

1.2.1 Semi-infinite slab solution

As a simple example of how the DT equation can be solved analytically, the solution for
the reflectance–which is the magnitude of the flux at the surface–for a homogeneous, semi-
infinite (SI) slab medium [29] is presented below (Equation 1.8, Table 1.2). This particular
solution is a classic example that will be used as an illustrative solution case; however, in
the research of this thesis we will not use the SI homogeneous medium case.

The diffusion equation is solved for the fluence in this geometry, which can then be used
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to find the reflectance as a function of time and radial distance from the source [29]. The
reflectance as a function of ρ and t is given by

R(ρ, t) =
1

2
(4πDv)−3/2t−5/2exp (−µavt)

×
[
z0exp

(
− r1

2

4Dvt

)
+ (z0 + 2zb)× exp

(
− r2

2

4Dvt

)]
. (1.8)

Fick’s law, Equation 1.6, is used to get the reflectance, R(ρ, t), from the DE fluence [30].
Reff is the fraction of photons that are internally reflected at the boundary and is estimated

Table 1.2: Definitions of the terms introduced to write the closed form solution of the
diffusion equation for a semi-infinite slab.

term definition
ρ radial distance from source
z0 (µa + µs

′
)−1

zb
1+Reff

1−Reff
2D

r1
2 z0

2 + ρ2

r2
2 (z0 + 2zb)

2 + ρ2

to be Reff = 0.493 for and medium with an index of refraction of n = 1.4 [29].

1.2.2 Green’s formula

There is a final step in order to fit the theoretical temporal point spread function (TPSF),
generated by theory or simulations, to the measured reflectance–the photon distribution of
time-of-flight (DTOF). Since our instruments are not able to measure reflectance relative to a
ideal δ function source, the theoretical reflectance must be related to the measured reflectance
through a convolution with the instrument temporal response known as the instrument
response function (IRF). This is called the convolution theorem that comes from Green’s
formula,

R̃(t) =

∫
s(t

′
)R(t− t

′
)dt

′
. (1.9)

With Equation 1.8 and 1.9 in hand, the DT reflectance can be computed for any input optical
properties. With a measured IRF, the convolved theoretical reflectance may be iteratively
fit to the measured reflectance of diffusive tissue mimicking sample. The particular DT
equation solutions that will be used in this thesis are the finite slab solution (subsection 1.2.3)
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for estimation µa and µs
′ for single solid slab samples and the N-layer cylinder solution

(subsection 1.2.4), which was the basis for our layered diffusion-based model studies.

1.2.3 Finite slab solution

A previously described [31] DT solution for a slab geometry of finite thickness was used in this
study to characterize the top layer of a solid-state polymer slab sample. The time-resolved
transmittance measurements were fitted using the time-dependent diffusion equation for thin
slab [31] and numerical convolutions with the respective IRF for each wavelength. In the
inverse-fitting, a time-shift parameter was included to fit alongside µa and µ′

s to account for
time delays from the IRF measurements.

1.2.4 N-layered cyclinder solution

For the layered samples, solutions to the diffusion equation for an N-layered finite cylinder
was used (with N=2) to calculate the reflected photon fluence on the top boundary (z = 0)
[32]. The time-dependent fluence rate was calculated by numerically inverting the Laplace
transform of the steady-state layered diffusion equation [33, 34]. The reflectance was calcu-
lated as a function of SDS using Fick’s law [31]. A cylinder radius of 10 cm was used to
approximate laterally infinite boundaries.

1.3 Time-of-flight moments

A quick way to characterize tissue mimicking samples without fitting to TPSF convolutions
is to calculate the time-of-flight moments of the measured DTOF [35]. This technique
will be used towards the end of the analysis chapter in section 4.3 to investigate methods
for avoiding diffusion model error. For simple geometries–the infinite medium (IM) or SI
medium–the measured moments themselves can accurately and efficiently estimate optical
properties directly, given a sufficient SDS and assumed homogeneity of the sample.

In this study we will rely on the a so-called “subtraction” method of moments [19], that
has the advantage of effectively eliminating the impact of the IRF and associated TPSF
convolution to DTOF time delay [35]. the standard formula for the normalized moment of
order k for the distribution g(t) is as follows

mk = ⟨tk⟩ =
∫∞
∞ tkg(t)dt∫∞
∞ g(t)dt

. (1.10)
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The moments defined by Equation 1.10 are centered about the origin, which is set by either
the mean or the peak of the IRF of the system [35]. µs

′ and µa are calculated directly
from DT using the 1st and 2nd centralized moments. The first centralized moment, k = 1, is
simply the mean time of flight. The second centralized moment, often called the “variance”,
is a measure of the spread of the distribution about the mean. The variance can computed
directly from the 1st and 2nd moments as V = ⟨(t− ⟨t⟩)2⟩ = m2 −m2

1.
Using the subtraction approach, the difference of the 1st and 2nd centralized moments are

taken at two separate SDS. This subtraction should wash away the IRF shape and also put
the moments in terms of a relative time. We used the differences of the 1st and 2nd central
moments to estimate the reduced scattering coefficient in our study, so that it can either
be used as a parameter for fitting or a test of our sample calibration principles. µs

′ can be
defined in terms of the changes in moments as

µs
′
=

2v∂m3
1

3∂V ∂r2SDS

. (1.11)

Equation 1.11 directly estimated µs
′ from changes in moments with SDS using IM Diffusion

Theory [19]. v is the speed of light in the medium, ∂m1 is the change in mean time of flight,
∂V the change in variance and ∂rSDS the change in SDS.
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Chapter 2

Instrumentation

At a high-level, a TRDRS system is made up of a light source, a sample and a detector.
The light source is coupled to the sample while the detector is set up to detect diffusely
back-scattered light (reflectance). This chapter will be about the details that distinguish our
TRDRS system from the more familiar spectroscopy setups.

Figure 2.1 illustrates the components necessary to build the specific TRDRS system we
have with detector time-gating capabilities. A pulsed laser, with a less than 100 picosecond
pulse width, is used for the light source. The broadband pulsed laser central wavelength
and bandwidth are tunable using a directly coupled acousto-optic tunable bandpass filter
(AOTF). The source optical power is selectively attenuated using a variable optical attenu-
ator made out of reflective neutral density filters (Newport Corp., Irvine, CA, USA). Light
is coupled to and from the sample using multimode optical fibers in direct contact with the
sample.

Most state of the art instruments use single-photon counting detectors, which could be
either single-photon avalanche photodiodes (SPAD)s or photomultiplier tubes (PMT)s. In
this research, a SPAD detector is used. One of the fibers in contact with the sample is
coupled directly to the SPAD’s 50 µm diameter active area. For time-gated TRDRS, the
detector must be electronically coupled in series with a picosecond delayer and a control
unit, CU, for moving and applying the gate voltage respectively. The laser pulse trigger
output is in connection with the time-correlated single photon counting, TCSPC, module
and also the delayer and CU if gating is necessary [36]. If gating is not needed, the TRDRS
system setup will be the same as in Figure 2.1, but without delay and CU connected in series
with the SPAD. The following sections will go into more detail on the main components of
the TRDRS system; namely, the laser, the detector plus gated control electronics, and the
TCSPC module.
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Figure 2.1: The TRDRS experimental system built around a unique supercontinuum fiber laser,
SPAD single photon-avalanche photodiode; AOTF, acousto-optic tunable bandpass filter; VOA,
variable optical attenuator; TCSPC, time-correlated single photon counting module; and, CU, con-
trol unit for the SPAD bias voltage. The system illustrated by this schematic was designed and
made in our lab.

2.1 Supercontinuum fiber laser

In order to do TRDRS as opposed to CWDRS, the light source must be pulsed with a
pulse width at or below about 200 picoseconds [20]. TRDRS measurements are on the 0.1-
10 nanoseconds timescale [37]. Picosecond pulse-widths are close enough to delta impulse
functions on this timescale to resolve the pulse-broadening due to the scattering and the
absorption properties of tissues.

The three main types of ultrafast lasers used for TRDRS in the laboratory are Ti:Sapphire
solid-state lasers, pulsed diode lasers and photonic crystal fiber lasers. TRDRS experiments
using ultrafast dye lasers have also been reported [14]. Noticeably, each type of laser men-
tioned is bulkier, more expensive and more cumbersome (long warm-up times/less power
stability) compared to available sources for CWDRS systems, which are usually broadband
halogen lamps or wideband LEDs [20, 3]. Due to these drawbacks of TRDRS light sources,
there are far less commercial TRDRS systems available [14]. Technological advances in TR-
DRS light sources in particular may serve to make systems more compact, portable and
inexpensive, leading to wider use of the technique in clinical research settings, with more
commercial systems available on the market.
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Among these pulsed lasers, supercontinuum (SC) fiber lasers have become a popular
choice due the modernization of supercontinuum generation [38]. Our system specifically
uses a SC fiber laser (Fianium SC400-4, NKT Photonics, Denmark). In this section we
will briefly discuss how these light sources operate and why they are useful for clinical and
translational research applications.

2.1.1 Supercontinuum generation

The contents of the section are mainly a review of a web page article found on rp-photonics
[39] and a review of the use of supercontinuum (SC) in diffuse optical spectroscopy [38].
Supercontinuum (SC) generation is a nonlinear optical process in which narrowband laser
light is spread out into a continuous and wide optical spectrum. In theory, the high spatial
coherence of a laser can be used to our advantage while now having a continuous and broad
spectrum.

SC generation can be achieved with light propagating through any nonlinear medium.
Even water can be used for SC generation, which was demonstrated in early hyperspectral
TRDRS research [13]. However, the efficiency of the input light pulse power versus output
power is very low for most generic materials. In addition, the pulse power is spread out over
the entire spectrum, making the pulse at a particular wavelength too low in energy to be
useful.

Photonic crystal fibers are a special type of fiber, usually made from fused silica, that
guides light solely base on the effective refractive index due to a unique microstructure.
Figure 2.2 shows the structure of photonic crystal fiber with a hexagonal pattern of air
holes used for the nonlinear medium. The characteristic chromatic dispersion of these fibers
over a long enough length will lead to SC generation at a much lower power than for less
exotic media such as water. hence most SC generation is now commonly accomplished using
specially designed photonic crystal fibers.
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Figure 2.2: A cross section of typical glass photonic crystal fiber with hexagonal pattern of air
holes. Air hole diameter is on the scale of a few micrometers. Image courtesy of rp-photonics [39].

The mechanism for picosecond pulse SC generation is dependent on the chromatic dispersion
of the medium, length of fiber, pulse duration and peak power of the pump laser. Raman
scattering and four-wave mixing, are the key nonlinear optical effects behind the process.

SC fiber lasers are useful in TRDRS clinical research because they have a wide, high power
density spectrum in the visible to NIR range. In addition, they are more robust and more
compact as compared to the earlier Ti:Sapphire lasers and pulsed dye lasers. This allows
for portable systems that can be carried in carts, with no limitations on wavelength choice,
instead of setups on a heavy table top that either have limited and slow wavelength tuning
or a completely fixed wavelength [14, 20]. The broad spectrum of SC fiber lasers can be
enjoyed for quick switching of discrete wavelengths using tunable bandpass filters or prisms.
In addition, the entire fiber laser spectrum can be harnessed all at once for hyperspectral
TRDRS [13].

2.2 Single photon avalanche photodiode detectors

A SPAD is basically an avalanche photodiode (APD) with a special quenching circuit to reset
the APD bias conditions after an avalanche is triggered. An APD is a photodiode operated
in “Geiger” mode, with the reverse bias voltage greater than the breakdown voltage. A basic
circuit diagram of a SPAD that does not go into the details of quenching circuit is shown
in Figure 2.3. The next section will delve into more details about requirements for SPAD
design. This section provides a review of several key references detailing SPAD operation
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[40, 22, 21].

Figure 2.3: A SPAD schematic at the most basic level. Va is the bias supply voltage, D1 is the
photodiode. This is a diagram illustrating SPAD principles of operation is not illustrating a circuit
that needed to be built in the lab.

2.2.1 Operating conditions for SPADs

The two main conditions affecting SPAD behavior that can be controlled are the temperature
and the bias voltage. SPADs are also affected differently by the conditions if they are
fabricated differently. For this section, the details of SPAD fabrication will be avoided as the
SPAD type can be broadly grouped into either a thin junction SPAD or thick junction SPAD
for simplicity. The affects of SPAD temperature and bias voltage on SPAD performance will
also be discussed.

The thickness of the insulating SPAD junction depletion layer is typically from 20-150
µm for thick junction SPADs and about 1 µm for thin junction SPADs. The thickness
of the depletion layer dramatically affects the properties of the breakdown voltage, active
area, detection efficiency and photon timing resolution [40]. Table Table 2.1 summarizes the
common properties of each type of SPAD.

Table 2.1: The features of thick junction and thin junction SPADs in general. These param-
eters were summarized from Cova et al. [40].

Thin junction Thick junction
Breakdown voltage 10-50 V 200-500 V

Active area diameter 5-150 µm 100-500 µm
Detection efficiency 45% at 500 nm; 10% at 830 nm 50% over 540-850 nm
Timing resolution <100 ps FWHM <350 ps FWHM
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We define the excess bias voltage, VE, of the SPAD as VE = (VA−VB), which depends on the
diode breakdown voltage, VB, and the bias voltage, VA. Changing the amount of excess bias
voltage dramatically affects the performance of the SPAD in terms of detection efficiency,
timing resolution, dark-count rate and heat dissipation. As expected, the detection efficiency
of the SPAD increases with increasing VE because the avalanche triggering probability is
greater at higher VE. Likewise, the timing resolution improves with increasing excess bias,
because of the stronger electric field induced, which accelerates charge carriers across the
SPAD junction more quickly.

Like PMT detectors, SPADs can trigger current pulses even in complete darkness due to
thermal effects. This thermally generated noise is known as the dark count rate (DCR). Un-
fortunately, DCR increases exponentially with increasing VE. This is due to the field-assisted
carrier emission from the generation sites in the SPAD junction, which again increases the
triggering probability.

A secondary form of DCR noise occurs when carriers get trapped in the SPAD junction
depletion layer during avalanche. At a randomly varying time delay, the trapped carriers are
released and trigger more dark avalanches, which significantly increase the DCR nanoseconds
after the actual light pulse was detected. Afterpulsing also increases with VE because the
number of trapped carriers increases with increasing avalanche current, which is proportional
to VE.

As the working temperature of the SPAD junction increases, the breakdown voltage VB,
increases. This means that the VE and, as a result, the detection efficiency fluctuates with
temperature. Each time an avalanche is triggered, there is a significant amount of heat
dissipation, so there is a tendency for the SPAD to increase temperature that is proportional
to the mean counting rate. For this reason it is necessary to keep the junction at a steady
working temperature using an accurate thermoelectric cooler.

2.2.2 Quenching circuits

One way to quench the breakdown avalanche is to use what is called a passive quenching
circuit (PQC). The name of this quenching technique comes from the way the circuit uses
the avalanche to quench itself over time. The basic design of a PQC is shown in Figure 2.4.

When the avalanche is triggered, the voltage signal is sensed by a fast comparator, which
produces an output pulse “click” for counting. The SPAD avalanche can be illustrated using
a simple equivalent circuit with a diode capicitance Cd, and diode resistance, Rd, shown in
Figure 2.4a. The diode in the quiescent state is like an open switch, with the anode being
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at low voltage. When there is an avalanche, the switch is closed and the anode comes into
connection with the bias voltage, producing a quick transient voltage spike. Because of the
large ballast resistor, RB, the PQC makes the voltage on the cathode decay back to the
quiescent level, as Cd discharges, and the SPAD is then reset over time. A circuit diagram
showing the basic principle of PQCs with a ballast resistor is shown in Figure 2.4.

(a)
(b)

Figure 2.4: Figure 2.4b is the general PQC with a high impedance balance resistor RB that drops
the voltage across the junction back to near the breakdown to quench. Figure 2.4a is a simple
equivalent diagram illustrating the diode in the dormant and avalanche state using a switch, diode
capacitance CD and resistance RD. This diagram was made using open-source circuit diagram
software (digikey.com). The actual circuit was not itself built in the lab; adapted from Cova et al.,
© 1996 Optica Publishing Group, DOI: AO.35.001956 [40].

PQCs were used in the earliest studies of photodiode avalanche phenomena and are still in
use, however they cannot be used in high count rate applications because of the quenching
time constant is on the order of microseconds. In fact, the photon counting and timing
performance of PQCs is not high enough for photon counting/timing applications when the
count rate goes beyond a few hundred kilocounts per second [40].

Active quenching

To overcome the limitations of PQCs and exploit the benefits of SPADs, the active quenching
circuit (AQC) was developed. Figure 2.5 below is a circuit diagram, adapted from Cova et
al. [40], that illustrates the main principle of AQCs.
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Figure 2.5: Principle mechanism of an active quenching reset circuit. When the SPAD is triggered,
The differential input of the comparator triggers an output that can be used for counting and also
is used by a reset driver to quench the SPAD. Adapted from Cova et al., © 1996 Optica Publishing
Group, DOI: AO.35.001956 [40].

The avalanche signal is picked up by a coupling capacitor, Cc, and sensed by the input of a
fast comparator. The ouput of the comparator goes to a reset driver, D, that changes the
reverse bias voltage back to breakdown voltage, (VB), or below. The reset driver keeps the
bias voltage around VB for an accurately controlled hold off time. SPADs with AQC front
end can reach count rates in the millions of photons per second, limited mainly by the hold
off time.

2.2.3 SPAD gating circuit

Although the AQC is used almost exclusively in modern SPADs, the AQC is not appropriate
for fast gating of a SPAD. This is because of the stray capacitance and the limited drive
current of the integrated circuitry of typical AQC approaches, which limit the gate transi-
tions to a few nanoseconds (too slow for timing resolution required for TRDRS). Instead, a
modified version of the PQC is used in which the ballast resistor is replaced by a wide-band
bipolar transistor capable of fast quenching the SPAD when the transistor is forward biased.
Thus the quenching circuit for gated applications is “passive”, but it is capable of sustaining
high count rates due to the high speed of the reset transistors.

Coupling capacitors are used at the avalanche voltage comparator input, in order to block
the voltage of the gate from getting passed to the comparator. However this coupling cannot
remove spurious voltage spikes from the gate voltage ringing. These spurious voltage spikes
are three times the size of the actually avalanche voltage, so photons will go undetected
in this gating arrangement. Additionally, fast pulse generators used for applying the gate
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usually have small overshoots and oscillations around the gate voltage. These oscillations
will get amplified by the exponential relation between VE and SPAD efficiency. In order to
overcome these drawbacks, a new gating circuit was developed with a very stable applied
voltage gate and a “dummy” capacitor channel that mimics the SPAD capacitance. The
dummy capacitor mimics the spurious voltage peaks, which are then superimposed on the
actual spurious voltage peaks at the comparator differential input [22]. Figure 2.6 is a
schematic that illustrates the recently proposed fast gating and quenching circuit.

Figure 2.6: The principle mechanism of SPAD fast gating. A passive quenching circuit with
the ballast resistor replaced by a wide-band bipolar junction transistor. An extra channel with a
“dummy” capacitor and coupling capacitor is needed to detect photons when the gate is on, after the
dummy capacitor voltage spikes are superimposed on the spurious gate voltage spike [22]. © 2011
IEEE. Reprinted with permission.

2.3 Time-correlated single photon counting module

Most of the time in TRDRS, SPAD or PMT detectors are used due to being more compact,
less expensive and less susceptible to damage from overexposure or gating, as opposed to
streak cameras or charge coupled device (CCD) cameras with an intensifier [20, 36, 22].
PMTs and SPADs are photon counting detectors and thus require the use of TCSPC to
quickly record the frequency of each photon arrival time, for use in TRDRS systems. In
this section, the general principles, structure and optimization of TCSPC systems will be
discussed. The contents of this section are largely a review of important TCSPC references
[41, 42, 43].
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2.3.1 General TCSPC principles

The result of TCSPC is a histogram of photon arrival time frequency. Figure 2.7 shows
a schematic of the photon arrival time frequency distribution that is a result of counting
a random sample of photon arrival times. Unlike gated photon counting methods where a
narrow gate is shifted and the measured time-window is shifted over the region of interest,
TCSPC acquires the entire arrival time distribution over the whole pulse period of the laser
source [41]. TCSPC builds this distribution by communicating with a single photon detector,
making sure the photon count rate of the detector is less than 10% of the laser repetition
rate. So long as the count rate is low enough, the probability of detecting more than one
photon each pulse period is negligible.

After a single photon is detected, the time of the detected photon is measured by the
timing circuit. Each arrival time event is recorded in the memory by adding an event to
the memory address location that is proportional to the arrival time (Figure 2.8). With a
high repetition rate laser, state of the art TCSPC systems can count photons accurately at
1 or more million photons per second, allowing a useful signal to build up in the memory in
seconds or less.

Figure 2.7: Photons are counted at a rate of < 0.1 photons per period (not accurately shown here
for illustrative purposes). Arrival times for each photon are measured and located according to
arrival time in the memory. This schematic was adapted with permission from W. Becker, © 2005
Springer [44].

2.3.2 Components of advanced TCSPC systems

The basic flow of a TCSPC system starts with the detector sending pulses to an input
discriminator. The discriminator is effectively a comparator that counts pulses with an
amplitude above a programmable cutoff level. The particular discriminator used for TCSPC

20



is called the constant fraction discriminator (CFD), which is crucial for preventing timing
jitter as will be discussed in subsection 2.3.2.

The reference pulses from the source, known as the “synchronization” output or “trigger
out”, are also connected to another CFD. Together, the reference CFD output and detector
CFD output are used as the start and the stop signals for the time-to-analog converter
(TAC). The TAC puts out an analog signal with a final voltage proportional to the amount
of time between the start and the stop signals. The basic TAC circuit works like a switched
current that charges a capacitor–while keeping the current constant–when switched on.

Figure 2.8: A general TCSPC schematic with two constant fraction discriminators, CFDs, con-
nected to the detector and the reference trigger outputs. The CFD outputs go to the time-to-
amplitude converter, TAC, and an amplifier, with a gain and an offset input setting, which amplifies
the TAC output. The analog-to-digital converter, ADC, reads the TAC output and correlates the
output voltage with the arrival time, transmitting a digital word whose address is a location in the
memory that correlates to the photon’s measured arrival time. This schematic was adapted with
permission from W. Becker, © 2005 Springer [44].

After the TAC output comes a biased amplifier (AMP) that allows a smaller time window to
be selected, without increasing resolution, by increasing the AMP gain. The AMP also has
an offset setting that results in shifting the delay of the measured arrival times with respect
to TAC time-zero reference point.

The amplified TAC output is connected to the analog-to-digital converter (ADC), which
encodes the TAC output signal into a digital equivalent. It is especially important that the
ADC be very precise to parse the TAC output into several thousands of time-bins of uniform
bin width. If there is any non-uniformity in binning, the arrival time distribution will get
systematically distorted.

The output of the ADC is an address word that is addressed to a specific time bin
location in the memory. An adder adds each output word one by one to the appropriate

21



memory location. Over time, the total time-of-flight histogram is built up cumulatively in
the memory. The entire process of TCSPC in general is summarized by Figure 2.8.

Reversed start-stop

For high-repetition rate sources, from 50 MHz–100 MHz, it is necessary for the system in
Figure 2.8 be in the “reversed start-stop” configuration. This is why the start signal comes
from the detector CFD output pulse and the stop signal comes from the reference (sync)
CFD output pulses. If the configuration is such that the synchronization pulses are the
start signal and detector signals the stop, there would be many pulse periods when the TAC
would be started but not stopped. For low-repetition rates, it is feasible to include a reset
circuit that resets the TAC if no photon is counted in the range of the pulse period; however,
making the detector CFD output the start signal guarantees that the TAC gets started only
if a photon arrival event is detected. The time will be measured from the photon arrival
signal until the next sync output pulse signal is sensed by the reference CFD to stop the
TAC [41].

Constant-fraction discriminators

Simple leading-edge discriminators are not optimal for TCSPC because they introduce sig-
nificant time jitter. The time jitter actually arises from an amplitude jitter associated with
SPADs and PMTs due to their random amplification methods. CFDs trigger at a constant
fraction of the detector pulse amplitude, avoiding the amplitude jitter and thus time jitter.

New CFDs have a rather simple design thanks to the availability of fast comparator chips
based on emitter-coupled logic (ECL). The differential inputs of the comparator are used to
trigger the CFD at the baseline transition of superposition of an input pulse and the delay of
that input pulse. The differential input subtracts the delayed pulse from the original pulse
while the trigger level is set close to zero as shown in Figure 2.9.
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Figure 2.9: The CFD comparator triggers when the differential input crosses the zero baseline
which can be adjusted by the zero-cross voltage and load resistors R1 and R2. This schematic was
adapted with permission from W. Becker, © 2005 Springer [44].

The shape of the pulse and the delayed pulse superposition can be adjusted using different
load resistors and by changing the “zero-cross voltage” (Figure 2.9). The output pulse of
the fast comparator is ideally independent of amplitude; but, in reality there are additional
circuits to prevent spurious triggers due to the differential input trigger oscillating around
zero [44].

Time-to-amplitude converter mechanism

The general setup of advanced TAC systems used for TCSPC includes two fast flip flops,
FF1 and FF2, connected to two separate switches, S1 and S2, that lead to a charging
capacitor, C (see Figure 2.10). When there is no start or stop signal, the switches are held
in the “off” state by the flip flops and the current Is flows through S1 and S2 directly to
ground. When the start pulse from the detector CFD output comes to the FF1 input, S1 is
kept in the “on” state and steady current Is charges timing capacitor C, linearly increasing
the voltage.

The stop signal comes from the next sync CFD output and it sets FF2, turning S2 to the
“on” state. Now current Is is discharged directly to ground while the voltage of capacitor C
remains constant. Finally, after the final voltage left on capacitor C is sampled by the ADC,
the circuit resets both flip flops and capacitor C gets discharged.
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Figure 2.10: General TAC system: the leading edge of the start CFD output, coming from the
detector, sets the first flip flop, FF1. FF1 turns switch 1 (S1) on and starts the steady charging of
timing capacitor, C. The leading edge of the stop CFD output, coming from the synchronization,
sets flip flop 2 (FF2), which flips the state of switch 2, S2, sending constant current Is to ground.
After the ADC reads the voltage at C, there is a reset circuit that resets each flip flop which sends
Is and C to ground. This schematic was adapted with permission from W. Becker, © 2005 Springer
[44].

Building a TAC realistically requires several electronic components. First, the switches are
made from transistor pairs to limit oscillations. In addition, the flip flops must be fast
ECL delay flip flops. Next, additional circuits keep the voltage across the current source
steady. Finally, circuits to reset the flip flops, holding the reset state until the capacitor fully
discharges are required [42].

Analog-to-digital converter

In the past, the ADC has been the major bottleneck because of the inherent speed-accuracy
trade-off. Current TCSPC systems operate with 12-bit ADCs, using a fast error correction
method that was modified from a process call “dithering”. Fast 12-bit ADC circuits can
be used with modified dithering because the small inaccuracies in address word location
become random and can be averaged out. To do this type of dithering, a binary counter
is connected to the photon counting detector CFD output to control the DAC. The DAC
produces a sawtooth signal as the counts increase and then the count is reset. This analog
voltage signal, called the “dither voltage” (Vdith), is added to the TAC output voltage that
is converted to an address word by the ADC. The memory is also connected to the binary
count in parallel to the DAC, so that the binary word for the Vdith can be subtracted from
the ADC output address word.
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An important feature of the ADC circuit is that the number of time channels can be
changed, altering the resolution of the waveform. If less resolution is required, the ADC can
be set to have less time-channels so that multiple ADC channels can be assigned to a single
time channel. This builds up a higher signal in less time, at the expense of time resolution.
There is also the “ADC Zoom” feature that allows all of the ADC channels to have their
own separate time channels within a specified time range. Decreasing the time range via the
ADC Zoom increases the time-resolution.

2.3.3 TCSPC settings in practice

There are two important settings for optimizing the detector CFD in real systems, the CFD
threshold and zero-cross level.

The CFD threshold sets the minimum voltage of the input signal that will be sufficient
to trigger the CFD. If the threshold is too low, noise from the detector will broaden the IRF
and if it is too high the CFD input will get killed before even getting to the fast differential
comparator (see Figure 2.9). It is best to strike a balance between the broadening of the IRF
and the decrease in count rate. This can be achieved by choosing a detector CFD threshold
level where there is a plateau in the count rate versus threshold distribution [43]. In other
words the threshold setting is high enough to kill the rush of detector pulses from noise
(which have lower amplitudes), but wiggling the threshold up and down does not alter the
detector CFD count rate significantly.

The zero-cross level is the offset voltage setting that controls when the CFD is triggered
from the crossing level of the pulse and delayed pulse signal difference (see Figure 2.9). The
intrinsic delay of the CFD input in practice has an amplitude-dependent time-jitter, which
leads to a further time-jitter from the triggering of the fast comparator [43]. Setting the
zero-cross level slightly above or below the baseline will minimize this time-jitter because
the comparator will be triggered by the steep-slope portion of the input/difference signal.
Issues can happen when the ZC-level is too close to the baseline level, which can cause the
discriminator to trigger spuriously at the synchronization channel [43]. Additionally if the
ZC-level is too high, along with a low CFD threshold setting, the threshold discriminator
may trigger while the zero cross discriminator does not, so the CFD pulses get killed even if
the threshold discriminator indicates a count rate.

The transit time of the input pulses of the detector and the reference channels needs
to be properly adjusted so that the phase of the signal is in the TAC range. The way to
increase or decrease the transit time of either channel is to add or remove cable 1 meter at
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a time, which corresponds to a delay of close to ± 5 nanoseconds. For lasers with constant
repetition rates and low pulse-to-pulse jitter, it should not matter if the stop pulse is from a
different pulse than the one that excited the detection pulse. However, it is necessary that
the reference pulse must be delayed so that it arrives after the photon detection pulse from
the same period. The right delay of the reference channel would be the detector channel
transit time, plus the width of the recorded time interval, plus a few nanoseconds for the
TAC start delay.

Below the table shows a summary of TCSPC settings that have been found to work in
our research.

Table 2.2: System parameters for using the fast-gated detector and TCSPC module.

TCSPC Setting Effect Typical Ranges
CFD limit low detector discriminator threshold -50.98 mV
CFD ZC level zero cross level detector CFD 9.83 mV

ADC Resolution number of time bins 4096
Dither range amplitude of dithering 1/32 (of ADC input amplitude)
TAC range length of TAC timing range 5E-08 s
TAC Gain Zoom 1
TAC Offset Fine tune signal alignment 5.10 %

TAC limit low lower limit of TAC voltage 3.92 %
TAC limit high upper limit of TAC voltage 94.90 %
Sync ZC level zero cross level sync input CFD -9.83 mV

Sync Freq Divider divides sync output pulse frequency 1
Sync threshold threshold of sync input CFD -50.98 mV

2.4 Gated TRDRS

With the current TRDRS system (Figure 2.1), we were already in possession of a laser
source, AOTF, and a free-running, actively-quenched thin-junction SPAD with TCSPC for
detection. Now, it would seem that all we need is a fast pulse or “gate” generator with a
programmable delayer. However, it was found that without the proper SPAD analog front-
end electronics, the time-of-flight signal will have too many oscillations and ringing due
to the sub-optimal bias voltage during the gate-on, gate-off transitions (subsection 2.2.3)
[36, 22]. As such, a commercially available SPAD [45] with a control unit (CU) were ordered
for coupling to the programmable delayer and TRDRS system. Figure 2.11 shows an image
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of the FastGatedSPAD (FGSPAD) and control unit (Micro Photonic Devices [MPD], Italy).

(a) (b)

Figure 2.11: Figure 2.11a shows an image of the programmable delayer used in our system. Fig-
ure 2.11b shows the control unit coupled to the SPAD detection head with a wide-bandwith cable

2.4.1 SPAD control unit and delayer settings

The delayer, CU and SPAD must be connected as shown in Figure 2.1 (blue arrows) in order
to have a time-gated TRDRS system. There are also important required settings to make
sure these instruments communicate properly. This section will go into more detail on these
settings, similar to subsection 2.3.3 for TCSPC. All of the information on the proper settings
was obtained from meeting with a technical specialist from MPD who was a developer of the
FGSPAD system.

For time-gated TRDRS, the laser pulse synchronization (sync) output not only goes to
the TCSPC sync input CFD, but also it has to be split by an impedance-matched splitter
and sent to the programmable delayer. The delayer, like the TCSPC module, has an input
discriminator that needs a threshold setting. Additionally, the delayer has settings for the
output pulsewidth and whether the discriminator is triggered by the rising or falling edge of
the input trigger. The delayer threshold setting should in theory be the same as the TCSPC
reference CFD threshold; however, it was found from trial and error that the delayer trigger
input can only “see” the synchronization pulses when it is set to 30 mV. This is because the
splitter significantly degraded the dynamic range of the sync pulses from ∼120 mV to ∼40
mV.

The pulsewidth setting of the delayer does not actually matter as long as it is below 25
nanoseconds, which is the pulse period of the 40 MHz laser. Whether the delayer discrim-
inator gets triggered by the rising or falling edge of the sync pulse does not matter either.
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All that will change is that there will be a finite time shift that can be programmed away
by the delayer unit. Table 2.3 is a summary of the gating settings.

The output of the delayer is used as a trigger for the CU to apply the gate voltage. The
delayer output is triggered by the laser sync output pulse and also now has a programmable
delay. The trigger threshold of the CU should be set to -300 mV because the delayer output
has a dynamic range from roughly -600 mV. The CU also controls the working temperature
of the SPAD junction, the hold-off period of the quenching circuit, the SPAD excess voltage
VE, the avalanche threshold and the diode current.

The FGSPAD is a thin junction SPAD with a 50 µmactive area diameter. As such the
settings given in Table 2.3 are necessary. The CU is connected to the SPAD, along with
the front end quenching, gating and cooling circuitry by a large bandwidth cable that sends
data to and from the SPAD and CU. The avalanche triggers an output pulse that is sensed
through the control unit. The output of the CU is then sent to the detector channel CFD
input of the TCSPC module. The CFD threshold of the detector CFD input is optimized
as in Table 2.2 using the TCSPC system parameters settings.

Table 2.3: The necessary settings for the FGSPAD and control unit recorded from meeting
with the technical specialist and troubleshooting in the lab during the setup process.

Gate setting Effect Reference Ranges
delayer threshold delayer trigger out 30 mV

delayer pulse width output pulse duration 8 ns
CU threshold CU trigger out -300 mV

avalanche threshold jitter 16 mV
photocurrent transition speed 80 mA

VE sensitivity 5V
temp background noise 25 ◦C

hold Off afterpulsing 150 ns
gate width duration of gate >5 ns
gate delay gate alignment steps of 10 ps

The avalanche threshold is the voltage needed to create breakdown in the reversely biased
photodiode. Increasing it will make the photon time-of-flight distribution have a more precise
form. there will be less oscillations; however, there will be more jitter, or deviations from
the ideal periodicity of the signal. The photocurrent will make the signal response faster
and increase resolution, but will also decrease the precision of the signal form (increasing
oscillations).

The temperature parameter is of essence for keeping the detector at reasonable work-
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ing temperatures, because the thermal effects can make the DCR, VE and thus detection
efficiency fluctuate. Temperature is controlled by a compact Peltier cooler.

It is necessary to keep the hold off time around 150 ns so that the SPAD can be quenched
and again reverse biased, while also minimizing afterpulsing [40].

The most programmable parameters of the gated detector are the gate width and delay.
The gate width can range from 2.0-8.0 nanoseconds. Decreasing the width decreases the
count rate of detector dramatically, as the detector operates for a smaller portion of the
pulse period. This may be useful in measuring the arrival times of the early arriving photons.
For the later arriving photons, a larger gate width is ideal to increase counts and decrease
collection time. The gate voltage can be delayed with a step size down to 10 picoseconds
precision using the programmable delayer.

2.4.2 Reconstruction code

Gated TRDRS measurements start with the rising edge of the optical gate coming before
the peak of the pulse. The gate is then delayed such that the rising edge cuts into the pulse
peak by ∼50-100 picoseconds, using the picosecond delayer. Often a large set of delays are
taken [22]; we usually go in steps of 250 picoseconds to ensure that the transient broadening
of the optical gate and detector response, which is time-variant [46], can be discarded using
a reconstruction code.

Figure 2.12 illustrates the basic steps of the reconstruction code. The raw gated scans
in Figure 2.12a are taken at varying source powers, to keep the count rate and afterpulsing
constant. By simply scaling the intensity of each gated scan by the amount of source power
attenuation used for that particular gate, the time-invariant portions of the gated signals
match up while the transient, time-variant “bumps” do not. These bumps last for about 0.5
nanoseconds after the rising edge of the optical gate. They are actually distortions due to the
sub-optimal biasing of the SPAD during the gate transition, which produces a time-variant
response [46]. The time-variant response is cumbersome to model, since the instrument
response must be taken for each increment of the need time resolution. Thus, it is crucial
to take a large enough set delays to exclude the distortion, using the reconstruction code, to
avoid modeling the time-variant portions of the response [46].
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(a) (b)

Figure 2.12: Individual gated scans are taken keeping the count rate constant. After loading the
data, the intensity of each gate is scaled up by the amount of attenuation that was needed. The
gated pulses are combined at the nearest point of overlap, show in Figure 2.12b (colored circles).

Once each gate is scaled, there is a nearest point of overlap between adjacent gates that
needs to be found programatically. This crossover point is defined when the time-variant
portion of the later gate just becomes time-invariant. To find this point programatically,
a code was written that takes the absolute difference between adjacent gate signals. Then
the minimum of the absolute difference is where the two signals are closest to each other in
intensity. This point is where the adjacent signals are combined, which are shown as colored
circles in Figure 2.12b. Figure 2.13b shows a fully reconstructed signal of combined gated
signals (black line) compared to the ungated “free running” signal (magenta line) taken in a
transmittance IRF configuration (Figure 2.13a).

2.4.3 Dynamic range and performance test

The first way to test the gated detector and TCSPC performance is by directly coupling
the laser to the detector, to collect the transmittance IRF. A direct coupling of the laser
to detector makes sure there is an excess of power, so that we can really test the dynamic
range limits of the SPAD-TCSPC detector. Of course, it must be assumed that the beam
was efficiently coupled to the SPAD and that the TCSPC counts were within the allowable
range of ≤ 10% of the sync rate.
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(a)
(b)

Figure 2.13: The black line shows the reconstructed IRF of the gated SPAD test. the Magenta
dotted line shows the same IRF in “free running” mode. Figure 2.13a shows the configuration of a
transmittance IRF test.

It is clear from Figure 2.13b that the noise level of the detector response is decreased by nearly
two orders of magnitude after reconstruction. This is a tangible increase in performance
already, just from using the gating technique. As we have seen from subsection 2.4.2, delaying
the gate so that the rising edge comes after the earlier photons allows increasing the pulsed
source power while maintaining the same count rate, and thus the background noise of the
detector stays low.
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Chapter 3

Phantom experiments

to test the accuracy of our DT and TRDRS methods, measurements on phantoms with
calibrated optical properties were used to compare to the N-layer cylinder DT approximation
of the RTE described in subsection 1.2.4. Calibrated phantoms can be made in either a solid-
state or liquid form. The first test was on a solid state phantom fabricated with absorbers
and scatterers mixed in a polymer suspension, because the phantom was already fabricated
and easier to repeatedly measure.

In addition the phantoms tested here were designed to have two-layers with differing
optical properties: a top layer of thickness 1-2 cm and a bottom layer approximating an
infinite depth. The lateral boundaries were made to approximate infinity in each direction.
Using a phantom with two layers is ideal for testing a time-gated system because depth
sensitivity can be investigated. The purpose of time-gating is to increase the dynamic range
and thus the depth sensitivity of the system, particularly for small SDS. So using a two-layer
phantom and DT to see if the system can accurately resolve both layers would confirm the
merit of using time-gating.

Solid phantoms have the advantage of structural integrity. If made properly, solid phan-
toms will also have no air bubbles and be homogeneous. The main drawback of solid phan-
toms is that they take more time to fabricate; and, once cured, the phantom optical properties
cannot be adjusted.

3.1 Two-layer polymer (solid-state) phantom

A solid phantom, two-layer phantom shown in Figure 3.1 was made using a custom in-
house fabricated polydimethylsiloxane (PDMS) polymer phantom as the top layer and a
commercially manufactured polyurethane (PUR) phantom (INO, Canada) for the bottom.
The PDMS layer used black drawing ink as an absorber and TiO2 as a scatterer. Similarly
the PUR phantom used black carbon as the absorber and TiO2 as a scatterer.
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Figure 3.1: An image of the solid state layered made with a 1.03 cm thick slap of polydimethyl-
siloxane and 3.47 cm thick block of polyurethane, the properties summarized in Table 3.1.

The PUR phantom properties were characterized by the manufacturers while the PDMS
phantom was characterized using a time domain transmittance technique mentioned in sub-
section 1.2.3. The recovered optical properties using the finite slab DT model are show
in Figure 3.2b, along with Figure 3.2a, which shows the DT convolved transmittance fit-
ted to the measured transmittance. All of the nominal optical properties of the solid slab
based phantom, amalgamated from manufacturer data and finite slab TRDRS analysis, are
summarized in Table 3.1.

(a) (b)

Figure 3.2: Figure 3.2a shows the IRFs (dotted lines) and measured transmittance (symbols) for
λ = 650 nm (blue) and λ = 750 nm (red). The black lines are the DT convolved transmittance for
the recovered properties (i.e. the DT generated TPSF for the recovered properties convolved with
the IRF). Figure 3.2b recovered absorption (blue symbols; left scale) and scattering (red symbols;
right scale) coefficients.
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Table 3.1: The nominal properties of the two-layer phantom shown in Figure 3.1. The PDMS
layer was characterized by finite slab geometry DT fitting. The PUR layer properties were
given by the manufacturer. The refractive index of PDMS was taken from literature reports.

Layer 1 Layer 2
Material PDMS Polyurethane
Thickness 1.03 cm 3.47 cm

Refractive index 1.43 1.52
@ λ = 650 nm µa = 0.105 cm−1 µa = 0.212 cm−1

µ′
s = 6.55 cm−1= µ′

s = 11.90 cm−1

@ λ = 750 nm µa = 0.042 cm−1 µa = 0.183 cm−1

µ′
s = 5.37 cm−1 µ′

s = 10.30 cm−1

Reflectance measurements of the entire layered solid phantom were taken at two source-
detector separations–ρ = 5 mm and ρ = 10 mm–and wavelengths of λ = 650 nm and λ =
750 nm. The gated measurements were recombined into a single reconstructed time-resolved
waveform using code written in MATLAB that was briefly described in subsection 2.4.2.

To interpret the data, the DT solution for a N-layered cylinder (subsection 1.2.4) geom-
etry was computed as a forward model to be convolved with the IRF. Error between the
measured and convolved reflectance was quantified and visualized.

3.2 Two-layer liquid phantom

Creating liquid phantoms provides more freedom in adjusting parameters of the sample such
as the thickness of the top layer and the optical properties of each layer. This can be seen
in Figure 3.3a where the open-lid container makes it straightforward to add more phantom
solution to the top, increasing the volume and thus the thickness dimension of that layer.
There is also a funnel for adding concentrated absorber to increase the absorption of the
bottom layer. A 3D printed container composed of polylactic acid (PLA) was used to house
the liquid phantoms that were used for further time-gated TRDRS studies (Figure 3.3).
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(a) (b)

(c)

Figure 3.3: The phantom container was composed of PLA, with a literature refractive index value
of 1.448. The length and width are 13 cm. Figure 3.3c shows a schematic of the cross section of
the chamber. The inner volume height of the bottom chamber is about 4.7 cm, holding ∼800 mL of
solution. The top and bottom chamber are separated by an opaque but translucent PLA lid of 850
± 50 µm. The depth of the phantom in the top chamber is controlled by the volume, with 182.25
mL of volume correlating to 1 cm of depth.

3.2.1 Making calibrated phantoms

Liquid phantoms are mostly composed of deionized (DI) water, with carefully added con-
centrations of aborbers and scatterers. The liquid phantom calibration procedure used here
involved a single absorber–dry bovine hemoglobin (Sigma-Aldrich, Missouri)–and a single
scatterer–20% Intralipid (20% IL) solution (Fresenius Kabi, Germany).

A 1500 mL stock solution of the phantom was made with 500 mL having the optical
properties of top layer and 1000 mL having those of the bottom layer. The bottom layer of
the container shown in Figure 3.3b has a capacity of ≈860 mL when full with no air bubbles.

The bovine hemoglobin absorber was calibrated by first making an approximately 40
mg/mL of hemoglobin solution using DI water. This concentrated bovine stock solution
was diluted into 5 separate volume concentrations spanning [0.01 0.1] mL stock per mL
of total solution. A previously validated [18, 24] method of using a spectrophotometer to
measure absorbance through a precisely 1 cm thick quartz cuvette as a function of volume
concentration was used here. Figure 3.4 shows the results of these measurements for a
particular batch of bovine stock solution at a wavelength of λ = 785 nm. It is noteworthy
that the volume extinction coefficient (slope) varies significantly from batch to batch of
hemoglobin and must be recalibrated every time a new stock absorber is made.
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Figure 3.4: Calibration curve for a stock solution made of hemoglobin and DI water. µa vs volume
concentration is plotted here with the slope of the linear fit being used as the volume extinction
coefficient for absorption calibration.

The volume of IL20% added for calibration of the phantom stock solutions was computed
using a well validated [47, 24] empirically derived formula. A 5% concentration of IL20%
usually leads to the desired scattering properties over the spectrum of interest. Because
medical grade IL20% is very reliable from batch to batch [48, 49, 50] using an empirical
formulation is justifiable.

3.2.2 Analysis of phantom container

To test the DT model on the data, it was essential to get reference values for the optical
properties, as well as the physical thickness of the PLA layer (see Figure 3.3c) that separated
the top and bottom liquid layers. This would allow us to compare a two layer DT cylinder
model (no lid) to a three layer DT cylinder, without making sweeping assumptions about
the properties of the thin PLA lid. The physical thickness and optical properties of each
layer are required as input parameters for the DT forward model.

The physical thickness of a phantom layer can be measured down to an accuracy of ±
0.05 mm using a Vernier scale caliper that was available in the lab. It was found that the
physical thickness of PLA lid was 850 ± 50 µm (Figure 3.3c).

The optical properties namely refractive index, absorption coefficient and scattering co-
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efficient were different story. The refractive index of PLA is available in the literature, but it
can also be estimated in the lab. We decided to use an optical coherence tomography (OCT)
instrument at λ = 830 nm wavelength to estimate the refractive index and also compare the
result with the literature reports. For the absorption and scattering, there were no available
reports in the literature, but we had a way to easily 3D print thin samples and use a sin-
gle integrating sphere to estimate these optical properties [51]. The next two sections will
describe in more detail the process of estimating the refractive index, absorption coefficient
and scattering coefficient of the 3rd layer.

Optical coherence tomography measurements

Optical coherence tomography OCT is a method for acquiring cross-sectional images of a
thin sample by measuring back-scattered light. A spectral OCT instrument developed at
Miami University [52] was used to measure the optical pathlength of the sample directly
from the Fourier transform of the spectral OCT image. A basic schematic of the instrument
used for OCT scans is shown in Figure 3.5.

Figure 3.5: General schematic of the spectral OCT device used to measure the optical path length
of the PLA sample. A broadband light source, BLS, is split 50/50 by a fiber coupler, FC. 50% of
the transmission goes to the reference arm, consisting of a mirror, and the other 50% goes to the
sample stage. The sample is imaged by a galvanometer scanner, GS, and artifacts from the image
channel are corrected for using a separate GS. Diffuse backscattered light from the sample is sent
to a line scanning camera, LSC, and interferometric signals between the sample and the reference
channel are detected spectrally.
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In spectral OCT, broadband interference is measured using an array of detectors or a camera
after passing through an appropriate grating for spectral dispersion. The device used here
was powered by a 200 MHz supercontinuum light source (YSL, Wuhan City, China) and
filtered at a central wavelength of ∼830 nm and a bandwidth of ∼150 nm FWHM. The light
was coupled into a fiber coupler, FC, that split the input power 50/50 to the reference and
sample arm. The sample arm collimated the light into a beam and scanned the sample using
two galvanometer scanning mirrors. Back-scattering light from the sample was steered by
the FC back to the 4th channel, sending the beam through a grating and focusing it into a
line scanning camera, LSC. Interference with the reference beam reflected by the reference
mirror is what was measured.

By definition, the optical path length is the product of the refractive index and the
geometric length for a homogeneous medium. The geometric length is just what we have
been calling the physical thickness of the sample. The optical path length can be measured
directly from the Fourier transform of the spectral OCT image. Knowing these two lengths,
the refractive index, n, can be estimated by

n = o/l,

where o is the optical path length and l is the geometric length. The Fourier transform can
be practically implemented using a fast Fourier transform (FFT) algorithm.

Figure 3.6: Shown is the spectral OCT image after a fast Fourier transform. The peaks represent
reflections and the distance between them is the optical thickness. The thickness was scanned
laterally for 1.2 mm so for this figure an average optical thickness is displayed.
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Figure 3.6 shows the result of a FFT on the measured spectral OCT image averaged laterally
over the image. The x-axis is the length dimension, in units of FFT elements. The two peaks
are reflections representing the boundaries of the sample.

The particular sample cross section image shown in Figure 3.6 is that of a 175 ± 5
µm thick NBK-7 glass microscope slide. This measurement was taken as a reference for the
amount of micrometer length units there were per FFT element unit. Once this conversion
was estimated, a 3D printed PLA sample of 250 ± 50 µm thick was imaged and the measured
optical thickness from the FFT image was converted to micrometers. The PLA refractive
index was estimated by n = o/l and was found to have an expected value of 1.34, with a
very high sensitivity to relatively large uncertainties geometric length. In other words, the
estimated refractive index could change to 2.7 by slightly decreasing the geometric length
input. An even thicker sample was printed, of 2000 µm to decrease the sensitivity, and still
an expected value of 1.34-1.36 was estimated using the 2000 µm as the geometric length
input, with still a high sensitivity to length uncertainty.

Integrating sphere

A method for characterizing the µs
′ and µa of a thin sample is to use a single integrating

sphere and inverse adding-doubling algorithm (IAD). This method is well described elsewhere
[51] and was set up in the lab accordingly. Two 3D-printed PLA samples were measured for
and used as inputs for the algorithm, one of thickness 850 µm and the other of 2000 µm.
The IAD recovered properties are summarized below in Table 3.2.

Table 3.2: The estimated optical properties of the PLA layer using an integrating sphere and IAD
algorithm.

Sample Thickness (µm) λ (nm) µs
′ (cm−1) µa (cm−1)

850 650 3.42 0.49
850 750 3.57 0.60
2000 650 5.61 0.49
2000 750 5.53 0.51

3.2.3 Set of measurements

In the following chapter we will discuss the results of layered phantom experiments. Moving
from the solid layered phantom to the liquid one, the first parameter we chose to vary was
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the thickness of the top layer. Table 3.3 summarizes the new measurements that were take
on the liquid phantom testing Layer 1, L1, thickness.

Table 3.3: The set of measurements acquired on the two-layer liquid phantom designed in subsec-
tion 3.2.1. L1 stands for “Layer 1”. All measurements were taken in the reflectance geometry with
the probe facing the phantom from top layer to bottom layer.

Measurement L1 Thickness (mm) SDS (mm) Wavelength (nm)
1 10 5 650
2 10 5 750
3 10 10 650
4 10 10 750
5 15 5 650
6 15 5 750
7 15 10 650
8 15 10 750
9 20 5 650
10 20 5 750
11 20 10 650
12 20 10 750

Previous have shown that time gated TRDRS can improve the detection or sensing of small
inhomogenieties at depth [23, 53]. Additionally, studies have investigated multiple layer
systems [27, 25] to recover layer thickness or optical property estimates. However, the none
of the studies using gating use DT or Monte Carlo simulations to estimate optical properties.
Further, the layered phantom studies either use continuous wave diffuse optical spectroscopy
or nongated time resolved spectroscopy. None of the studies to our knowledge test layer
phantoms using a gated TRDRS system and the N-layered cylinder DT solution in the time
domain.

The question was if the gated method had advantages over the ungated method for
resolving multiple layers with the N-layer cylinder DT model? The measurements were
designed to give us data that could help us answer this question.
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Chapter 4

Analysis of experimental data

Testing the newly built time-gated TRDRS system against the standard nongated TRDRS
system was a major aim of this research. Another desirable result is to try to quantify the
properties of the sample and check the accuracy of the estimations. The superior depth
sensitivity of gated TRDRS is validated and quantified in terms DTOF moments, which are
measures of the shape of the distribution.

4.1 Sensitivity analysis

With the 3D printed container and calibrated liquid phantoms, there are more free param-
eters that can be varied experimentally. The focus of the liquid phantom study here was
specifically to change one parameter, the thickness of the upper layer. The effect of varying
layer thickness was tested and compared using gated and ungated TRDRS.

4.1.1 Boundary effects

Before making calibrated phantoms, inexpensive phantoms made out of whole (3.5% fat)
milk to test the boundary effects of the phantom container. A 3:1 ratio of whole milk to DI
water should produce tissue-mimicking scattering properties [35].

The data in Figure 4.1 shows the diffuse reflectance when bottom of the phantom chamber
was filled with the scattering solution, imitating a homogeneous semi-infinite medium. The
measurement was repeated for an SDS of ρ = 5, 10 and 15 mm at a wavelength of λ =
650 nm. The PLA lid of of the container was placed on top and the same scans were taken
(shown as red line).

The depth of the scattering solution in the bottom layer of the container, was between 4
cm to 5 cm. In addition, the radial distance from the source to the lateral boundaries of the
container was over 5 cm.
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(a) ρ = 5 mm (b) ρ = 10 mm (c) ρ = 15 mm

Figure 4.1: The measured reflectance of an effectively semi-infinite milk phantom (blue diamonds
line) and the reflectance of the same phantom with the 850 µm PLA layer (see Figure 3.3c) on top.
The reflectance with the PLA barrier present shows a significant perturbation as compared to no
barrier being present.

It is clear that the presence of the PLA lid perturbs the shape of the DTOF significantly.
The red line has a greater decay slope, which is consistent with the affect of absorption. Our
integrating sphere analysis of the PLA lid indicated that the PLA does have a relatively high
estimated absorption coefficient of 0.4932 cm−1 at λ = 650.

The ideal lid between two liquid layers of a phantom is one that makes no noticeable
disturbance to the DTOF. In order for this to be the case, the lid must be very thin, around
50 µm and have a slight amount of scattering (translucence) to wash out the refractive index
mismatching [54]. Since our lid made of PLA clearly does impact the DTOF drastically, one
might suppose that a three layer cylinder DT approximation would be superior to the two
layer model.

To test the effect of the bottom of the boundary of the container and avoid these potential
boundary effects, the bottom was filled with the homogeneous milk phantom to a depth of 4
± 0.05 cm followed by 5 ± 0.05 cm and scanned. Figure 4.2 shows that there were no effects
due to the bottom boundary of the container at these depths.
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(a) ρ = 5 mm (b) ρ = 10 mm (c) ρ = 15 mm

Figure 4.2: The DTOF at increasing SDS’ when the homogenous milk phantom filled the bottom
of the chamber to a depth of 4 ± 0.005 cm (red line) and 5 ± 0.005 cm (blue line).

Even at the largest SDS of 15 mm, which corresponds so more depth sensitivity, the DTOF
was stable between adjusting the depth from 4 cm to 5 cm. This means that as long as we
fill up the bottom chamber, which holds inner volume of 860 mL with a height of 4.7 cm, we
will be safe from any boundary effects to the bottom of the liquid phantom container.

4.1.2 Top-layer thickness

The calibrated phantoms of bovine hemoglobin and 20% IL were made to test the effect
of varying the top layer thickness. Phantoms were designed according to the procedures
in subsection 3.2.1 to make phantoms with the optical properties summarized in the table
below. Table 4.1 summarizes the expected optical properties of each layer of the liquid
phantoms, including the PLA lid.

Table 4.1: The nominal optical properties of the calibrated phantoms and PLA lid. The absorber
calibration was based on spectrophotometry and scatterer from cross validated empirical formula-
tions. The PLA properties were from OCT and integrating sphere with IAD techniques.

Layer wavelength (nm) µa cm−1 µs
′ cm−1 refractive index

Layer 1 650 0.138 13.16 1.35
PLA lid 650 0.4932 3.424 1.34-1.46
Layer 2 650 0.195 13.16 1.35
Layer 1 750 0.107 11.00 1.35
PLA lid 750 0.6027 3.569 1.34-1.46
Layer 2 750 0.152 11.00 1.35

Reflectance measurements of the phantoms with three separate Layer 1 thickness levels were
taken for wavelengths λ = 650 nm and λ = 750 nm and SDS ρ = 5 mm and 10 mm. The
thickness of to upper layer was changed from 10 mm to 15 mm to 20 mm by increasing the
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volume of the liquid phantom in the upper layer in increments of ∼180 mL. Actual thickness
was measured using a Vernier scale ruler with a tolerance of ± 0.05 mm.

(a) λ = 650 nm Gated
(b) λ = 650 nm Ungated

(c) λ = 750 nm Gated (d) λ = 750 nm Ungated

Figure 4.3: Figure 4.3a shows the DTOF of the liquid phantom for an upper layer thickness of 10
mm, 15 mm and 20 mm acquired at a wavelength of 650 nm and SDS of 5 mm. Figure 4.3c shows
the DTOF for the same phantoms but with a wavelength of 750 nm and SDS 5 mm. The gated and
ungated methods are compared visually.
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The data in Figure 4.3 shows that the shape of the DTOF at later times is perturbed by
thickness changes of the top layer in the gated regime. For both λ = 650 nm and λ = 750 nm,
the ungated DTOF does not show significant change in shape as the thickness is changed.
In contrast, the gated DTOF shows a visible increase in the slope of the tail as the thickness
of layer 1 decreases. This indicates that time-gated acquisition allows for sensing the change
in optical properties from top to bottom layer of the liquid phantom whereas the ungated
mode cannot. This result opens up the question of whether the gated DTOF can be used to
retrieve the optical properties of the bottom layer.

4.2 Diffusion theory on phantom data

A standard way to retrieve optical properties is to fit the DTOF using the diffusion approx-
imation described in section 1.2. The first test was to input the expected optical properties
into the diffusion theory model and see how well the data match or deviate from the theo-
retical expectation.

4.2.1 Two-layer polymer phantom

The solid phantom described in section 3.1 was measured as a preliminary test of the layered
cylinder DT model. There were two wavelengths and two SDS’ used for a total of four
unique reconstructed signals. Signals were reconstructed using a MATLAB code described
in subsection 2.4.2 and each IRF and DTOF required 4-5 gated acquisitions.

Figure 4.4 shows a plot of each SDS-wavelength combination that was reconstructed. An
IRF that was convolved with the DT model with the nominal input parameters is include
as a gray dashed line. The black dots are the actual measured DTOFs that should in theory
match with the DT forward model (red dashes) with the correct input parameters.
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(a) SDS = 5 mm, λ = 650 nm (b) SDS = 10 mm, λ = 650 nm

(c) SDS = 5 mm, λ = 750 nm (d) SDS = 10 mm, λ = 750 nm

Figure 4.4: The forward DT model convolved reflectance (red dashes) are plotted with measured
reflectance (black dots). The gray dashed line shows the IRF that was used for convolution with
the DT temporal point spread function.

The reflectance is plotted on a logarithmic scale, which means that visually the error between
the theoretical and the measured reflectance is hard to analyze. From Figure 4.4, it appears
that the model matches the measurements well at early times and deviates only at the later
times.

When trying to solve the inverse problem through nonlinear regression, such as using a
standard Levenberg-Marquardt (LM) algorithm, it is crucial that the errors are minimized
when the correct parameters are put into the model.

Residuals

The residuals, or the difference between the measured and expected values, as a function of
time are what needs to be optimized when inverse fitting. To get an idea of how accurately
the inverse model may predict the nominal optical properties, the residuals were computed
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as a function of time for the preliminary solid phantom data. They are computed straight
forwardly by taking the measurement value at a each time value and subtracting the expected
value at that time:

residual(t) = measured(t)− expected(t)

(a) SDS = 5 mm (b) SDS = 10 mm

Figure 4.5: The residual between measured reflectance and two-layer DT reflectance are plotted
for each SDS. For each SDS residuals for λ = 650 (red dashes) and λ = 750 (gray dashes) are shown.

In Figure 4.5, the y-axis is relative error ranging from [0,1] because the reflectance is nor-
malized according to the maximum count value before convolution.

The aspect of being on a logarithmic intensity scale makes it hard to resolve errors at the
later times, where the counts are orders of magnitude less than the maximimum. This can
easily be seen in Figure 4.5 where the residuals quickly decay to almost zero. This makes
inverse fitting and LM algorithms highly sensitive to time window selected for fitting [55, 56].
As such, it may be best to avoid inverse fitting a leave the fit window as a topic of further
research.

Residuals over the entire time window at λ = 750 nm appear to be greater overall com-
pared to λ = 650 nm. This may be because of the lower SPAD efficiency at this wavelength
along with a nonoptimal ZC level setting on the TCPSC system parameters. These would
mean that the SPAD was not counting enough of the photons that hit it and bringing the
ZC closer to baseline may serve to ease this issue.
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4.2.2 Liquid phantom: two-layer DT model

Figure 4.6 shows plots of the measured DTOF and convolved DT DTOF in the same form
as Figure 4.4 for the solid phantom but with a plot for each Layer 1 thickness used for the
phantom. The DTOFs shown are at a wavelength of λ = 650 nm. The plots on the top row
are for measurements taken at an SDS, ρ = 10 mm. The bottom row is for the SDS of ρ =
5 mm. Going from left to right, plots show data on phantoms with Layer 1 thickness from
10 mm to 15 mm to 20 mm.

Figure 4.6: The raw DTOF (black circles), IRF (gray dashes) and two-layer DT forward model.
The data is visualized raw through plotting each scan for the wavelength of 650 nm. From left to
right, the thickness of the upper layer on the phantom increases from 10 mm to 20 mm. The first
row represents scans taken at an SDS of 10 mm and the second ρ = 5 mm.

As with the solid phantom DT matching, there was an arbitrary time shift needed to compare
the shape of the DTOFs because the TCSPC time scale of the IRF and DTOF were slightly
different due to the experimental set-up for measurements. When inverse-fitting for optical
properties, this time-scale shift should not be considered lightly [55, 56, 57], as an error in as
little as 50 picoseconds can lead to an error in µs

′ on the order of 1 cm−1 [17]. However, for
initial evaluation of the shape of the theoretical and experimental DTOFs here we “eyeball”
the time scale so that they approximately match.

The deviation from DT at ρ = 10 mm clearly gets pronounced in the later arrival times,
possibly due to the interface between the PLA and aqueous phantom. Additionally, the
deviation appears to increase as the thickness of the top layer increases and begins to take

48



place at earlier arrival times. From the sensitivity analysis section, we saw that the measured
DTOF was perturbed significantly with changes in phantom thickness of the top layer,
however from DT analysis our two-layer phantom model shows shape changes on a much
smaller scale.

Similarly for ρ = 5 mm, the deviation becomes more pronounced earlier on in the DTOF
as the thickness of layer 1 increases. Overall, the measured DTOFs match the DT convolved
DTOFs better for the SDS of ρ = 5 mm than for that of ρ = 10 mm.

The results seem to point to the effect of the PLA lid because of the devations at later
times. It is possible that there where issues with an the air bubble under the lid, which was
masked by the scattering phantom on top and that grew over time. There was slow but
noticeable leaking of the phantom from the bottom chamber through the crease between the
lid and bottom chamber that came in response to adding more liquid to the top. This could
explain why the nonideal deviations got worse as the thickness was increased.

Without rebuilding the flawed container, we still had the option to test the three layer
DT solution to see how much that would help. If adding a PLA layer with the appropriate
properties significantly improved fits, that itself would be an important finding.

4.2.3 Liquid phantom: three-layer DT model

Because the container itself had a barrier of finite thickness separating the top and bottom
aqueous phantom solutions, there was a reason to suppose that trying to model it with a
three-layer DT model would improve the fits. To find out, the DT solution for a three layer
cylinder was computed and convolved with the IRF.

It was easy to program another layer into our model because the DT solution is for N
number of layers. We simply added another layer with the 2nd layer having the properties of
PLA while the 1st and 3rd layers maintained the liquid phantom properties used in the two
layer model.
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Figure 4.7: On each of the axes, the DT three-layer model, measured reflectance and IRF are
plotted for λ = 650 nm. From left to right, the top layer thickness of the phantom measured
increases from 10 mm to 15 mm to 20 mm. The 1st row of plots were measured at an SDS of ρ =
10 mm and the 2nd row of ρ = 5 mm.

Unfortunately, after matching up the time scale and evaluating the shapes of the DTOF,
the deviations were not noticeably improved as illustrated by Figure 4.7. This may be due
to effects around the PLA boundary that are not easily modeled. For example it is possible
the bovine hemoglobin absorber aggregated near the barrier at the bottom of the first layer
due to not enough stirring, creating an effectively inhomogenous sample. It is also possible
that due the the refractive index mismatch, low scattering and low physical thickness of the
PLA barrier that there were light-guiding effects that cannot be described by our model [54].
Still, it is even possible there was an air bubble that slowly grew due to the design flaw of
the container.

Residuals

comparing the residuals between two layer and the three layer DT fits will quantitatively
show us if there was any improvement. In Figure 4.8 the residuals of the measured reflectance
to the DT for the two and three layer models are shown as seperate lines on each plot. Only
the residuals for the wavelength λ = 650 nm are shown (Figure 4.8) for simplicity.
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Figure 4.8: The residuals of measured reflectance to two layer DT (green dashed line) and three
layer DT (pink dashed line) for the wavelength λ = 650 nm. From left to right, the top layer
thickness of the phantom measured increases from 10 mm to 15 mm to 20 mm. The 1st row of plots
were measured at an SDS of ρ = 10 mm and the 2nd row of ρ = 5 mm.

From these findings, it may be ideal to use caution when fitting for optical properties on the
liquid layered phantom. Better results may be obtained when fitting the phantom with the
least top-layer thickness or the solid phantom with effectively no 2nd layer and by using an
approach to constrain the scattering coefficient [18, 56].

Summary of forward model errors

To summarize, errors between DT and experiment for each phantom tested were computed
in χ2 form,

χ2 =
k∑

j=1

(Oj − Ej)
2

Ej

,

where j in this case is the particular time bin, Oj is the jth observed (measured) count and
Ej is the expected count for the jth time bin. Figure 4.9 shows the χ2 statistic for the solid
phantom experiments and liquid phantom experiments for both models. The χ2 was average
over each wavelength and each thickness of Layer 1 and compared by SDS.
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Figure 4.9: The errors computed in χ2 form across each specific phantom measurement. The blue
bar represents solid phantom, orange liquid phantom to two layer DT and blue the liquid phantom
to three layer DT. Errors were averaged over wavelengths used and thickness of the Layer 1 if
applicable.

In conclusion, the solid phantom fits were significantly better as compared to the fits of the
layered liquid phantom (the lower the χ2, the better). The change between using a two
layer vs three layer DT model was unexpectedly minimal, indicating that there is something
deeper going on leading to errors. Design flaws in the chamber are the most likely culprit of
these errors and possibly the error is compounded by suboptimal TCSPC parameters.

4.3 Moments analysis

Another approach to characterizing a phantom using the measured DTOF is to completely
avoid errors in timescale and crosstalk associated with µs

′ , by strictly quantifying moments
of the time-of-flight distribution and subtracting away the IRF effects [19]. Because our
system clearly has some sensitivity to the depth of the layers but proved to not match
with DT straightforwardly, we decided to focus our efforts on quantifying the moments of
the measured DTOFs and relative differences after subtraction. Maybe the changes in the
moments of the measured DTOFs will be useful in characterizing the phantom despite the
mismatch with DT convolved DTOFs. It is conceivable that subtraction methods could help
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eliminate errors caused by the phantom chamber as well.
Figure 4.10 shows the computed 1st and 2nd central moments. These moments correspond

to the mean photon arrival time and the variance about the mean respectively.

(a) ρ = 10 mm (b) ρ = 10 mm

(c) ρ = 5 mm (d) ρ = 5 mm

Figure 4.10: Figure 4.10a shows the 1st normalized moment (mean arrival time) for the ungated
regime (magenta stars) and gated regime (cyan triangles) at λ = 650 and ρ = 10 mm. Figure 4.10b
show the same for the 2nd centralized moment, the variance in arrival time V = ⟨(t−⟨t⟩)2⟩. On the
bottom row Figure 4.10c and Figure 4.10d show the moments at λ = 650 for ρ = 5 mm.

The moments of gated and ungated DTOFs are clearly distinct from each other. The addi-
tional dynamic range of the gated DTOF significantly increased the 1st and 2nd moments by
resolving significantly more late photons. This means that gating not only shifts the mean
arrival time to a later time, but it actually also increases the spread of arrival times about
the mean as compared to ungated detection.

The change in moments due to the change in layer 1 thickness (x-axis of plots) seems to
be the approximately the same for the ρ = 10 mm (Figure 4.10a and 4.10b), which would
indicate that both the ungated a gated acquisition modes are equally sensitive to changes in
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thickness for ρ = 10 mm. For the case of ρ = 5 mm, there is definitely an improvement in
sensitivity to thickness using gated (see Figure 4.10d) as shown by the change in Variance
with thickness. The change in the mean arrival time ρ = 5 mm remains practically unchanged
for both gated and ungated modes, which makes because it is well known that the 1st central
moment is primarily sensitive to in the superficial layers of the sample while the 2nd is more
sensitive to a few centimeters deeper in scattering media [10].

4.3.1 Moments subtraction

The moments of gated and ungated measurements proved to be significantly different (Fig-
ure 4.10), so the question is how does this impact the µs

′ estimates based on Equation 1.11?
Although it was a struggle to use DT to model the DTOFs from the liquid layered phantoms,
it is still possible to estimated useful information. Most notably, we could try to quantify
µs

′ using the subtraction method of moments [19], especially because we made the liquid
layered phantoms such that the scattering was the same in the top and bottom.

(a) λ = 650 nm
(b) λ = 750 nm

Figure 4.11: The dashed line are the expected optical properties and the symbols are estimates.
The left plot is 650 nm and the right is 750 nm as a function of layer thickness

in Figure 4.11 the subtraction method introduced in section 1.3 was used to heuristically
get a µs

′ estimate based upon the change in the 1st and 2nd moment across two SDS. The
estimated were compared to the expected µs

′ from calibration.
Both ungated a gated moment differences produce reasonable estimates, with neither one

performing better. If anything, the ungated DTOFs provided better estimates for the wave-
length λ = 650 nm. However, it is stressed again that the time window matters significantly
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as the time window chosen to compute the moments can be affected by noise level intricately
[35]. For the computation of moments for these data, the ungated window went from 5% of
the peak intensity on both the lower and upper limits. For the gated moments, the upper
time limit was adjusted due to the increased resolution of late photons. Since the for an
SDS of ρ = 5 mm, gating improves the noise level by around 80 times (or ∼1.9 decades),
the upper time limit was divided by 80 to compute the moments over a time window of 5%
to 0.0625% of peak intensity. The same process was follow for the SDS ρ = 10 mm, but the
upper time limit was divided by 10 for the amount of noise level improvement from gating.
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Conclusion & summary

In this thesis, the limits of time-gated TRDRS sensitivity were tested. Sources of error from
phantom design and layered DT modeling were considered. Finally, possible methods for
working around errors by using the moments of the DTOFs were studied.

We developed a functional time-gated TRDRS system and a 3D printed container to
house two separate layers of calibrated liquid phantoms. The container allowed for freely
varying the parameter of top layer thickness by increasing the volume of the top liquid
layer. An experiment was designed in which the top and bottom liquid layers had the same
µs

′ property and two different µa properties. The thickness of the top layer was varied from
10 mm, to 15 mm and to 20 mm while reflectance was collected using two seperate SDS and
wavelengths in the gated and ungated regimes. As shown in Figure 4.3, decreasing the noise
level using time-gating clearly helped improve the sensitivity of TRDRS at the later arrival
times where there are less photon counts.

The measured data on the liquid phantoms housed in the 3D printed container and also
on a two layer solid slab phantom could be simulated using the layered DT model (subsec-
tion 1.2.4). The expected optical properties for each layer of each phantom were estimated
using well validated techniques before using those expected values as input parameters for
the DT forward model. The DT and measurement time shifts were matched through “eye-
balling” and the DTOF shapes were compared. Deviations from the theoretically expected
DTOF were analyzed by taking residuals and using the χ2 goodness-of-fit statistic. It was
found that the residuals and hence the χ2 errors were very heavily weighted towards the
early photon arrival times, leading to a high sensitivity to error based on the fitting window
selected and the knowledge of “true” time zero. Additionally, there was an increased error
in the liquid phantom measurements at relatively later arrival times that could not be fixed
by adding a 3rd layer to the model.

For the liquid phantoms, the DT modeling was not making any sense. Considerable effort
was spent on characterizing the lid made of PLA, to no avail. There is a well known way
to quantify optical properties in media using semi-infinite (SI) and infinite medium (IM)
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models based on DT and DTOF moments [35]. In particular, these methods are effective
for estimation µs

′ [19] and thus gave us an avenue for exploration despite the layered DT
model setbacks. Using the moments subtraction method described in section 1.3, reasonable
estimates of µs

′ can be made in phantoms with high scattering and uniform µs
′ .

Both the liquid and solid phantoms had nonideal design features. in particular, the errors
in DT fitting for the liquid phantom with both three layer and two layer models showed that
there might be something amiss at the boundary between the two layers. As thickness of
the surface layer increased, the amount of error at later arrival times increased. This may
have been due to a leak in the container that produced an air bubble that grew over time.
It is important to control for these potential sources of error, to see if they were the cause
and also to discover the limitations of the DT model.

With the solid phantom measurements, one source of error in the model could have come
from the 1 cm slab on the top layer having a much lower expected scattering coefficient.
The ideal solid phantom would have had high scattering in both the top and the bottom
layers. DT is known to cause errors when modeling thin layers with low scattering, such as
the cerebral spinal fluid layer in a human head [58]. Similarly for the liquid phantoms, the
PLA separating the top and the bottom was very thin with very low scatter.

Achieved objectives and significance

The specific goal of all of this work was to find the sources of error for layered DT and time-
gated TRDRS that arose in both solid and liquid phantom studies. It was observed that
the measured DTOF clearly shifted in response to changes of top layer thickness whereas
the ungated signals did not respond. This is a remarkable result that would seem to show
that time-gating can indeed be used to make characterization of layered media possible at
a larger depth. However, unexplained errors between these measurements and layered DT
showed limited practicality for resolving the optical properties of each layer accurately.

Hypothetically, the errors came from two possible sources: (1) the sample design or (2)
the light propagation model itself. If we could prove the error was coming from design flaws
of the liquid phantoms, such as from an air bubble or from the 850 µm thin PLA lid, then
we would just need to redesign the phantom and take note of the features that cannot be
modeled (bubbles and thin plastic layers). If the model itself was the main culprit, we would
need to use other analytical methods or models to quantify chromophore concentrations of
deeper layers [10].

Achieving this objective of pinpointing error sources would show whether researchers
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whose aim is to probe deeper using time-gated TRDRS should pursue layered DT analysis
or avoid it. The objective was partially achieved by showing that adding an additional layer
for the thin PLA lid to our DT model had negligible impact on the error. This showed us that
the DT model cannot account for the thin layer and that using a phantom of such a design is
certainly not practical to resolve the deeper optical properties in the layered sample. It was
also shown previously that the phantom made of two solid slab layers had lower overall error,
which may mean that the layered DT can be useful, but only when the interface between
the two layers is many times thinner than the PLA lid (as is the case for two solid slabs
separated by a very thin gap of air). These results indicate that the error is tied to both the
phantom design and the model. This leads us to the question of whether designing phantoms
more like the solid phantom can avoid the errors consistently? Furthermore, can these more
ideal solid phantoms tell us how well time-gated TRDRS can perform on real tissues?

Future work

Further research is needed to fully answer whether errors can be sufficiently reduced through
phantom design. More solid slab layered phantoms need to be made with calibrated optical
properties and measured using gated and ungated TRDRS. Solid slab phantoms can be made
using mixtures of bovine hemoglobin powder and intralipid mixed with gelatin [59]. If these
measurements show reduced error, it would prove that the errors were a result of the liquid
phantom design and the errors can be reduced through using solid slabs.

Another experiment with a similar objective is to use liquid phantoms again, but to
control for possible air bubble formation. This could be done by 3D printing a container
where the PLA lid is sealed to the bottom chamber (see Figure 3.3). That way, once the
bottom chamber is filled with no air bubbles, it stays that way because there is no longer
a crease between the lid and the bottom chamber, where the slow leaking occurred during
liquid phantom experiments. If this shows that errors can be significantly reduced, again
the the design of the phantom can solve the problem and we would also be able to use liquid
phantoms.
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Acronyms

ADC analog-to-digital converter. 21

AOTF acousto-optic tunable bandpass filter. 11

APD avalanche photodiode. 14

AQC active quenching circuit. 17

CCD charge coupled device. 19

CFD constant fraction discriminator. 21

CU control unit. 26

CWDRS continuous-wave diffuse reflectance spectroscopy. 2

DCR dark count rate. 16

DOS diffuse optical spectroscopy. 1, 3

DT diffusion theory. 6, 7, 10, 32, 56

DTOF distribution of time-of-flight. 8, 9, 41, 56

ECL emitter-coupled logic. 22

FFT fast Fourier transform. 38

FGSPAD FastGatedSPAD. 27

IAD inverse adding-doubling algorithm. 39, 43

IM infinite medium. 9, 10, 56
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IRF instrument response function. 8, 9

LM Levenberg-Marquardt. 46

NIR near-infrared. 1

OCT optical coherence tomography. 37

PDMS polydimethylsiloxane. 32

PLA polylactic acid. 34, 35, 56, 57

PMT photomultiplier tubes. 11

PQC passive quenching circuit. 16, 18

PUR polyurethane. 32

RTE radiative transfer equation. 1, 5, 32

SC supercontinuum. 13

SDS source-detector separation. 2, 4, 9, 10, 32

SI semi-infinite. 7, 9, 56

SPAD single-photon avalanche photodiodes. 11

SPAD single-photon avalanche photodiode. 14, 15

TAC time-to-analog converter. 21

TCSPC time-correlated single photon counting. 19

TPSF temporal point spread function. 8, 9, 33

TRDRS time-resolved diffuse reflectance spectroscopy. 2, 3, 32, 41, 56
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