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Using integrating spheres (ISs) in conjunction with the inverse adding–doubling algorithm (IAD) offers a well-
established, rigorous protocol for determining optical absorption (µa) and reduced scattering (µ′s ) coefficients
of thin, optically homogeneous, turbid media. Here, we report the performance and use of a single IS system for
experimentally retrieving optical properties in phantom media whose optical properties were well controlled. The
IS system was used to measure the total reflectance and transmittance between 500 and 800 nm in liquid phan-
toms that were prepared to span a wide range of optical scattering and absorption coefficients. Measurements on
phantoms were sequentially made using one of two broadband light sources—a halogen lamp or a supercontinuum
laser. We report on the accuracy of IAD-derived optical coefficients using IS measurements made on phantoms—
directly or by employing one of two previously reported correction methods. The first (sample-substitution error)
correction was experimentally achieved while the second used Monte Carlo-based corrections with IAD. When
experimentally calibrated reflectance and transmittance values were directly used as inputs to the IAD, mean
absolute errors in recovered optical coefficients were larger than 0.4 cm−1 for absorption and more than 6 cm−1

for scattering across all phantoms and wavelengths measured. These errors reduced to 0.06−0.17 cm−1 and
0.7−2 cm−1 forµa andµ′s , respectively, with the use of corrections. Choice of light sources used, sample geometry
(relative to optical coefficients), signal-to-noise of measurements, and the selection of correction methods are
discussed. ©2022Optica PublishingGroup

https://doi.org/10.1364/AO.443854

1. INTRODUCTION

Non-invasive optical characterization of biological tissues using
diffuse optical spectroscopy has been widely explored for its util-
ity in diagnostic, therapeutic, and surgical applications [1–4].
Diagnostic applications include monitoring blood oxygenation
or tissue metabolism, while therapeutic and surgical imple-
mentations include laser surgery and photodynamic therapy
[1–3]. In applications, it is important to accurately parameterize
optical properties of the media under study, which are mini-
mally specified using wavelength-dependent absorption (µa )
and reduced scattering (µ′s ) coefficients [4,5]. Knowledge of
these transport coefficients not only provides insight into tissue
physiology and function but are also required for calculation of
the optical energy and power delivered inside tissue media in
photodynamic therapy applications [1–5].

Determining the optical properties of a sample requires use
of theoretical photon-migration models, which can be either
analytical or stochastic (numerical) in nature. These photon
migration models operate in a forward fashion, i.e., given the
optical properties of a medium and source–detector geometry

needed, the photon energy distribution within and from the
medium are calculated [6,7]. However, estimating optical
properties from experimental measurements requires photon
migration models to be iteratively used to match experimentally
measured quantities—in the inverse fashion.

The radiative transport equation (RTE) is an analytical
expression heuristically derived by balancing microscopic radi-
ant energy transport in an optically turbid medium and provides
a rigorous mathematical framework to model light transport
in such media [6,8–10]. However, closed-form solutions to
the RTE in 3D remain to be obtained, and though numerical
solutions are available, they are computationally expensive
[6,10]. In practice, the RTE is usually approximated using pho-
ton diffusion theory, which in turn has closed-form solutions
[11]. However, diffusion theory has strict validity regimes and
is known be inaccurate for specific geometries and for media
where absorption is comparable to or larger than scattering
[11–13]. Monte Carlo (MC) methods are used as stochastic
photon migration solvers of the RTE and allow simulation
of photon transport in tissue media. MC models provide a
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high degree of flexibility for creating complex tissue models
and/or detection geometries, but they are computationally too
expensive for direct use as inverse solvers [7–10].

The adding–doubling method (AD) is a previously well-
described approach and offers a numerically efficient solver of
the RTE in a 1D-slab geometry [14]. Thus, it is effective for
rapidly calculating the total reflectance or transmittance of thin
turbid slabs of known optical properties. The inverse implemen-
tation of the AD—the inverse adding-doubling (IAD)—uses
an optimization approach to match experimentally measured
inputs of total reflectance and transmittance from a thin turbid
slab, to extract its optical properties [6,7,11,13–15]. The main
requirement to effectively use the AD/IAD solvers, is to accu-
rately acquire the total diffuse reflectance and transmittance
from media of interest.

Integrating spheres (ISs) provide the means to accurately
measure total reflectance and transmittance from thin turbid
media [6]. Such measurements have been obtained using single
IS or double IS configurations [16–20]. Since the double IS
system facilitates simultaneous measurement of reflectance
and transmittance from a sample without repositioning, it is a
preferred approach for measuring fresh tissue samples [14,16].
However, it at least doubles instrumentation costs and requires
determination of non-trivial correction factors to correctly
describe light exchange between the two spheres [14,16,21,22].
A single IS system on the other hand is readily assembled using
off-the-shelf optical components at significantly lower costs
and is viable for use in applications (such as routine laboratory
evaluations of phantom calibration standards) where sample
repositioning is easily achieved [10,15,19,23–25].

Previous reports that used single IS systems for recovery
of optical properties in turbid samples have discussed the
issue of light losses in measurements, which typically lead to
the overestimation of µa [10,15,19,23–27]. While studies
have explored both optimizing and improved modeling of IS
configurations to minimize errors [24,27,28], they have not
systematically inspected errors in interpreting experimental
data obtained from phantoms with well-controlled optical
properties. Further, though several experimental and theoretical
methods have been proposed to improve inverse estimation of
optical properties with the IS-IAD [19,22,29,30], to the best
of our knowledge, a side-by-side comparison of the impact of
employed corrections, across the same set of experimental data,
has not been reported. Last, IS/IAD approaches have mostly
been used to measure optical properties of solid samples and is
not widely explored for measuring optical properties of liquid
optical phantoms [29,31,32].

Here, we employ a single IS with two different illumina-
tion configurations to estimate the broadband absorption and
reduced scattering coefficients of liquid phantoms. MC model-
ing was first used to examine the impact of the experimentally
used sample, ISs, and illumination geometries. Experimental
measurements were next obtained from liquid phantoms with
known optical properties and analyzed using the IAD model.
Analysis of the resolving power, accuracy, and errors in IAD-
derived optical coefficients of liquid phantoms relative to true
(expected) values are presented.

2. METHODS

A. Experimental Methods

1. IntegratingSphere forMeasuring Total Reflectance and
Transmittance

The experimental system used a 15.24 cm diameter IS
(Labsphere RT-060-SF, Sutton, NH, USA) with five 2.54 cm
diameter ports (lining the equatorial plane of the sphere’s
surface) and one 1.27 cm diameter port (positioned on the
north pole, used as the detection port). Figure 1 schematically
illustrates different configurations required for acquisition
(and correction) of measurements. Figure 1(a) shows a side
view of the IS system, while Fig. 1(b) illustrates a top view for
positioning of the source and sample for measurements of total
reflectance. As seen in Fig. 1(c), the orientation of the sample
and source for transmittance is different from Fig. 1(b). The IS
was equipped with a reflective baffle (coated with the same mate-
rial as the interior) and served to block any specular reflection
from the sample.

Illumination was provided by a free-space beam from one of
two sources: (i) a halogen lamp (HL) source with an added
collimator (SLS202L Thorlabs, Newton, NJ, USA) and
(ii) a supercontinuum (SC) laser (SC400, NKT Photonics,
Denmark) filtered through a bandpass filter (SuperK VARIA,
NKT Photonics, Denmark). The HL source had a beam diam-
eter of approximately 1.6 cm with estimated divergence of
3.6◦, while the SC had a beam diameter of nearly 0.3 cm (for
bandpass of 500–800 nm) and divergence lower than 0.05◦.
Detected light (from either source) was collected from the IS
using an optical fiber (numerical aperture of 0.39; core diam-
eter of 0.1 cm) (Thorlabs M35L01, Newton, NJ, USA) and
coupled to the entrance slit of a cooled spectrometer (StellarNet
SILVER-Nova, Tampa, FL, USA). The spectral range of oper-
ation of the spectrometer was 190–1100 nm, and spectral
resolution was 1 nm. The detector (16-bit CCD array) was
cooled to −30◦C, and the ambient (dark) noise rate of the
cooled detector was lower than 2.2 counts/ms (compared with
the nearly 83 counts/ms for the non-cooled detector).

2. Calibration of AcquiredData

The total reflectance (RT ) and transmittance (TT ) were cal-
culated using measurements by normalizing against intensity
spectra measured from a calibration standard and correction for
detector noise as shown in Eq. (1):

RT(λ)=
Iref(λ)− Idark(λ)

Istd(λ)− Idark(λ)
, TT(λ)=

Itrans(λ)− Idark(λ)

Istd(λ)− Idark(λ)
.

(1)
Here, Ir e f and Itr ans correspond to the wavelength-

dependent reflected and transmitted intensity spectra, respec-
tively, measured using the IS under configurations Figs. 1(b)
and 1(c). Is td was measured as shown in Fig. 1(c) but with
no sample mounted onto the sphere. Finally, Idark refers to
the dark noise intensity measured by the detector when the
source is blocked from the sphere in orientation described in
Fig. 1(b). Acquired spectra from measurements were smoothed
and linearly interpolated to yield a set of 100 (linearly spaced)



Research Article Vol. 61, No. 2 / 10 January 2022 / Applied Optics 377

Fig. 1. (a) Side view of the single IS system schematic used (sample port diameter DP was 2.54 cm and detector port DD was 1.27 cm).
(b)–(d) Top-view schematics for all configurations used for measurements for: (b) total reflectance, (c) total transmittance, and (d) sample
substitution error corrections.

values, corresponding to wavelengths spanning 500–800 nm,
for analysis.

3. LiquidPhantoms: Preparation andTargetOptical
Properties

Liquid phantoms have been widely used as gold standards for
development, calibration, and validation of optical instrumen-
tation and theoretical models in tissue optical spectroscopy
[8,18,19]. They offer a simple experimental means of prepa-
ration yet are reproducible and easily characterizable. For
experiments here, phantoms were prepared by mixing predeter-
mined volumes of an absorber (typically a solution of water with
a dissolved chromophore) with a scattering solution (such as
a monodisperse suspension of spheres of known diameter in a
solvent). For each phantom, the wavelength-dependent reduced
scattering was obtained from Mie theory, while the absorption
was calculated using Beer’s law and transmission spectra mea-
sured from clear solutions of an absorber (Cary-100, UV-VIS,
Agilent Technologies, Santa Clara, CA) [8,18].

Liquid suspensions of monodisperse 1.0 µm diameter poly-
styrene microspheres (07310, Polysciences, Inc., Warrington,
PA) of known density provided scattering (the absorption coef-
ficient of the sphere suspension was considered negligible), and
dried bovine hemoglobin (H2625, Sigma-Aldrich, St. Louis,
MO) dissolved in deionized water was used as an absorber (the
scattering coefficient of this solution was assumed negligible),
using previously described protocols [8,18]. Prepared phantoms
were filled into a rectangular quartz cuvette that was mounted
and held in contact with an IS port using a custom 3D printed
mount holder such that the normal to the cuvette face was also
normal to the sphere surface. The cuvette measured nearly
5 cm× 5 cm (length and height) and fully covered the port.

The geometrical path length for a beam normally incident on
the cuvette and transmitted through it was 0.6 cm, 0.4 cm was
through cuvette walls (measuring 0.2 cm for each face), while
0.2 cm was through the liquid phantom medium.

A total of 19 liquid phantoms, each having a distinct set of
optical absorption and scattering coefficients, was used in exper-
iments here. Phantoms were prepared in two separate sets—the
first phantom set (PS1) contained 10 phantoms that had low
(fixed) absorption but decreasing scattering. Phantoms in PS1
were prepared by serially diluting a suspension of polystyrene
microspheres such that the fraction volume of microspheres
spanned 4%–30%. Hence, the absorption coefficients for
all phantoms in PS1 straddled 2.38× 10−4

− 0.03 cm−1

(calculated from an absorption coefficient of pure water),
while reduced scattering coefficients ranged between 2.0 and
17.6 cm−1 at 100 linearly spaced wavelengths spanning 500–
800 nm (to match experimental measurements). The second
phantom set (PS2) contained nine phantoms prepared by per-
muting three levels of scattering (20%, 30%, 40% volume of
microsphere suspension) with three different concentrations of
hemoglobin (16, 31, 62 µM). Expected optical properties for
phantoms in PS2 spanned 0.14 cm−1 <µa < 3.32 cm−1 and
14.5 cm−1 <µ′s < 37.1 cm−1 for the same wavelength range
as PS1. The optical properties of each phantom within the two
datasets are tabulated in Table 1.

B. Theoretical Models

1. MonteCarloModeling of the ISSystem

Previously used MC simulations [33] were modified to incorpo-
rate beam profiles (for both light sources used experimentally)
and to model total reflectance and transmittance for the cuvette
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Table 1. Range of Expected (Calculated) Optical Properties for Absorption and Scattering of Phantoms Used (in
1/cm)

1 2 3 4 5 6 7 8 9 10

PS1 µa (cm−1) 2.4× 10−4
− 2.8× 10−2a

µ′s (cm−1) 14.9–17.7 11.9–14.1 9.5–11.3 7.6–9.1 6.1–7.2 4.9–5.8 3.9–4.6 3.1–3.7 2.5–2.9 2–2.4
PS2 µa (cm−1) 0.12–0.83 0.24–1.66 0.48–3.32 0.12–0.83 0.24–1.66 0.48–3.32 0.12–0.83 0.24–1.66 0.48–3.32 —

µ′s (cm−1) 14.5–18.6 14.5–18.6 14.5–18.6 21.8–27.8 21.8–27.8 21.8–27.8 29–37.1 29–37.1 29–37.1 —
aAbsorption for all phantoms in PS1 was the same (see text).

Fig. 2. Illustration of the phantom sample, the source, and IS geom-
etry used for MC modeling. The sample is modeled as a finite square
slab with side lengths (L S ) and thickness (t) mounted on the port of an
IS with port diameter (DP ). The illumination beam is assumed to be
collimated and of diameter (DB ) with uniform intensity. MC simula-
tions computed the total reflected and transmitted flux collected by the
sphere port for any specified sample optical properties.

(sample) geometry used [34]. Parameters of experimental inter-
est modeled by MC simulations are illustrated in Fig. 2 and
include the diameter DB of the source beam, the lateral length
(L s ) of the sample cuvette, the integrating port diameter Dp ,
and the thickness of the sample (t). MC simulations were used
to examine changes in total collected reflectance and transmit-
tance (a) for varying the ratio of the source beam size to the IS
port size (DB/DP ), and (b) varying sample dimensions with
port size (L S/DP ).

In MC simulations, photons were launched as moving along
+z at the z= 0 plane from a uniform beam intensity profile
with diameter DB , into the medium. The sample thickness (t)
and dimensions (L S ) for all simulations were set to 0.2 cm and
5.08 cm, respectively to match experimental conditions. Finally,
a circular collection area with radius 2.54 cm was defined to
emulate the sample port of the IS. All photons moving along
the−z direction at the illuminated surface and escaping within
the collection area were scored to compute the total diffuse
reflectance. All photons exiting the sample at z= d (moving
in the +z direction) within the collection area were used to
calculate the total transmittance. The MC model also calculated
light scattered out of the sample volume (in the ±x and ±y
directions) at the medium boundaries. Thus, in each MC run
for a given sample, the escaping hemispherical flux (across the
six sample surfaces) was stored.

2. InverseAdding-Doubling for Extraction ofOptical
Properties

Optical properties from a sample with given total reflectance
and total transmittance (obtained from either experimental

measurements or MC simulations) were extracted using the
IAD model [13,35,36]. Besides measured reflectance and trans-
mittance, the IAD also required other input parameters for
estimating optical properties from inputs. These included the
thickness of the sample, the sample anisotropy, and the refrac-
tive indices of the sample and the ambient media (above and
below the sample). Sample thickness was set to 0.2 cm, refractive
index of the medium was 1.33, and the refractive index of the
ambient medium was set to 1.55 to emulate experimental con-
ditions. Finally, the sample anisotropy was set as g = 0.9 (which
was obtained from an average Mie theory value between 500 and
800 nm for the polystyrene spheres) [11,14,15,19,22].

C. Corrections to Measured Reflectance and
Transmittance

Studies have previously reported discrepancies between
IAD computed optical properties as resulting from incor-
rect measurements of total reflectance and transmittance
[10,19,24,27,28,30,37]. IS measurements are known to exhibit
a loss in the total fluence collected, which are exacerbated when
samples have lower reflectance than the standards used for
calibration [10,22,25,26,30]. Experimentally, the RT values
can be corrected for such losses using the substitution method,
where sample intensities are normalized by reflectance measured
using the sample [15,22,25] as illustrated in Fig. 1(d). Thus, for
substitution correction the total reflectance was computed using
the diffuse illumination (Idiff) of sample as

RT(λ)=
Iref(λ)− Idark(λ)

Idiff(λ)− Idark(λ)
. (2)

Experimentally corrected total reflectance obtained using
Eq. (2) along with the total transmittance from each sample
were then used as inputs to the IAD for retrieving absorption
and reduced scattering values for all measured wavelengths.

Independently, systemic losses in IS measurements can also
be corrected by modeling total power collected by the IS as a
function of the sphere’s geometric and reflection parameters
[17]. This approach, coupled with a hybrid MC approach for
correcting fluence losses in IS measurements from finite sizes of
IS ports, is available within the publicly available IAD software
suite [35,36]. As a second correction scheme, power corrections
for IS with inbuilt MC-based calibrations in the IAD were
switched on for prediction of optical properties. Incorporating
the IAD-MC correction slowed inverse calculations by nearly
20–30 times, relative to IAD calculations without the power
losses or MC simulations toggled on. We refer to this second
correction approach as the IAD-MC approach. Details of
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switches used in IAD for the IAD-MC corrections are provided
in Supplement 1.

3. RESULTS

A. Internal Consistency and Sensitivity of the IAD

Internal consistency and sensitivity of IAD-derived optical
coefficients was first assessed by directly using the AD model to
generate inputs that were provided to IAD. For these analyses,
the AD was used to compute total reflectance and transmittance
in 600 media, each with different sets of optical properties
permuted from 30 values of µa (0.04−4 cm−1) and 20 values
of µ′s (3 cm−1

−30 cm−1). When analyzed with IAD, results
showed that absorption and reduced scattering coefficients
retrieved were accurate to within 5× 10−4 cm−1 and 0.1 cm−1,
respectively. Additionally, we observed that the accuracy of
retrieving the absorption coefficient was highly sensitive to
noise. The input reflectance and transmittance values—a
perturbation of 1% in input values—resulted in differences
of nearly 0.01 cm−1 in absorption coefficients, while a 10%
perturbation linearly increased this difference to 0.1 cm−1.
Similarly, a 1% perturbation of input values resulted in a change
of 0.2 cm−1 in recovered reduced scattering coefficient, while a
10% perturbation resulted in differences of nearly 2 cm−1.

B. Impact of Source and Sample Geometry Using MC
Simulations

MC models (described in Section 2.B.1) were used to calculate
total reflectance and transmittance values from sample and
illumination geometries used experimentally. A total of 300
simulations was performed for illumination configurations of
the HL and the SC source—where MC models changed input
beam diameters for the two sources and was set to 1.6 cm for the
HL source and to 0.3 cm for the SC source. Both sources were
modeled as having uniform beam intensity profiles when inci-
dent on the sample. Optical properties used in these simulations
were obtained by permuting 15 different absorption coeffi-
cients (0.04−4 cm−1) with 20 reduced scattering (3−30 cm−1)
coefficients (both coefficients were logarithmically evenly
spaced). The simulated total reflectance and transmittance from
MC models were used as inputs into IAD to retrieve optical
properties.

Figure 3 depicts results of these analyses and as shows the
absolute and percent differences between IAD-derived optical
properties versus the true values (used to generate MC simu-
lations). Figures 3(a) and 3(c) show the absolute and percent
errors in retrieved absorption, while Figs. 3(b) and 3(d) show
the absolute and percent errors in recovered scattering coeffi-
cients. In these figures, data are shown from media that had fixed
scattering (for two different scattering levels) but with varying
absorption [Figs. 3(a) and 3(c)], or for media that had fixed

Fig. 3. (a), (b) Absolute differences and (c), (d) percent errors between IAD-derived optical properties and the input values used in MC sim-
ulations. (a), (c) Absolute differences and percent errors between IAD-derived and true values as a function of the absorption, respectively. (b),
(d) Absolute and percent errors in scattering, respectively. Dashed lines correspond to simulations done with illumination beam diameter set to
0.3 cm, while circles correspond to simulations with 1.6 cm beam diameter. The gray curves in (a) and (c) represent simulation results with a constant
scattering value of 30 cm−1, while those in (b) and (d) represent simulation results with a constant absorption value of 4 cm−1. Finally, the black
curves in (a) and (c) represent simulation results with a constant scattering value of 3 cm−1, while those in (b) and (d) represent simulation results with
a constant absorption value of 0.04 cm−1.

https://doi.org/10.6084/m9.figshare.17131325
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Fig. 4. Representative measurements of reflectance and transmittance without incorporating experimental corrections. (a), (b) Measurements
(reflectance and transmittance, respectively) for phantom-1 (in PS2) for both sources (HL: black dotted line; SC: light gray dotted line) as well as
forward calculations using the AD given the expected optical coefficients of the phantom (solid black line). (c), (d) Derived optical absorption and
reduced scattering coefficients using the measurements shown in (a) and (b) for each illumination source (HL: black dotted line; SC: light gray dotted
line) together with the expected optical coefficients (solid black line) for the phantoms used as inputs to the AD.

absorption (for two different absorption levels) and varying
scattering [Fig. 3(b) and 3(d)]. Absolute and percent errors in
recovered absorption coefficients are shown in Figs. 3(a) and
3(c) using gray lines and symbols for media with highly scat-
tering media (µ′s = 30 cm−1), while black lines and symbols
represent results for the low scattering media (µ′s = 3 cm−1).
Similarly, errors for retrieved scattering in gray and black
represent media with high (µa = 4 cm−1) and low absorption
(µa = 0.04 cm−1), respectively, in Figs. 3(b) and 3(d) and are
plotted on a logarithmic scale. All figures show data modeled
from both sources (dashed lines: SC; circles: HL).

These analyses indicate that errors in recoveredµa were large
(>100%) for simulations with low scattering (≈0.4 cm−1)
and low absorption (<0.1 cm−1) for either source configu-
ration. However, errors in absorption were low (<10%) as
sample absorption increased (>1 cm−1) or if the sample scat-
tering increased (∼30 cm−1). Interestingly, errors in recovered
scattering were lower than 1%.

C. Direct Comparison of Experimental
Measurements with AD and IAD

IS measurements were made for each phantom in both phantom
sets—PS1 and PS2—using both HL and SC as illumination
sources, sequentially. Figures 4(a) and 4(b) show measured total
reflectance and transmittance from the IS system along with
predicted values (derived from the AD model with given inputs
of expected optical properties of the phantom). Data shown are

from the first phantom in PS2 (hemoglobin concentration of
16 µM with 20% volume of PS spheres). As seen in Figs. 4(a)
and 4(b), there is better agreement between the measured and
predicted transmittance values, but there is a clear mismatch
between predicted reflectance (from AD) and measured values,
for both light sources.

These measurements were translated into optical properties
using IAD and compared to the expected values of the absorp-
tion and scattering coefficients (for the specific phantom) and
are shown in Figs. 4(c) and 4(d), respectively. As a result of the
losses in total reflectance, the derived optical properties were
significantly different from their expected values. These obser-
vations were consistent across all phantoms measured, with
predicted absorption coefficients being higher than expected
(true) values and were attributable to a lower-than-expected
measured reflectance. The IAD-derived reduced scattering
was also lower than those expected values (from Mie theory)
as illustrated in Fig. 4(d). Last, errors in both coefficients were
higher for the HL source, relative to those obtained from the SC
source.

D. Estimation of Optical Properties Post Corrections

Experimental measurements were analyzed by applying each
correction method (described in Section 2.B) in all phantoms
measured for both illumination configurations. The sample
substitution correction was experimentally achieved, while the
second method enabled IAD-MC for analyses. Figures 5(a) and
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Fig. 5. IAD-derived optical properties using various experimental configurations. (a), (b) IAD predictions of the optical absorption and reduced
scattering coefficients, respectively, for phantom-1 (PS2) under the substitution correction method for both sources (HL: black dotted line; SC: light
gray dotted line) as well as the expected optical coefficients of the phantom (solid black line). (c), (d) Derived optical absorption and reduced scatter-
ing coefficients with incorporating the IAD-MC correction method for each illumination source (HL: black dotted line; SC: light gray dotted line)
together with the expected optical coefficients (solid black line) of phantom-1 (PS2).

5(b) show derived absorption and reduced scattering coeffi-
cients for the same phantom (first phantom in PS2 set) shown
in Fig. 4, but after applying the sample-substitution correction.
Correspondingly, Figs. 5(c) and 5(d) show the derived absorp-
tion and reduced scattering coefficients, with the IAD-MC
corrections. Errors in the derived optical coefficients decreased
significantly (relative to those shown in Fig. 4), with both
correction methods, for both sources.

To consolidate and analyze errors in retrieved optical coeffi-
cients between 500 and 800 nm in all measured phantoms with
each light source, we consider the distribution of the errors in
IAD-derived coefficients [computed as the difference between
estimated (retrieved) optical coefficients and the expected (true)
values], as a function of the true values of the optical coeffi-
cients. However, given the large range of values spanned in the
phantoms together with the spectral dependence of optical
coefficients, the distribution of optical coefficients was not
uniform across the range of values spanned. Thus, to facilitate
a uniform error analysis, we binned optical absorption (scatter-
ing) coefficients with variable bin widths (ranges) such that bin
widths chosen ensured uniform distribution of optical coeffi-
cients. This procedure was applied separately for all phantoms
in PS1 (Fig. 6) and then repeated again for all phantoms in PS2
(Fig. 7) since phantom sets PS1 and PS2 had distinctly differing
absorption profiles.

Figure 6 shows distribution differences in retrieved and
expected values ofµa [Fig. 6(a): HL source; Fig. 6(c) SC source]

and µ′s [Fig. 6(b): HL source; Fig. 6(d) SC source] across the
10 phantoms in PS1. Vertical bars represent mean values of
differences for all optical coefficients in the group, while the
error bars represent standard deviations. Each figure shows
data for analysis without any corrections (light gray bars), with
the sample substitution correction (dark gray bars) and the
IAD-MC corrections (black bars). Labels on the horizontal
axis identify bin center and widths. Data in Fig. 6 reiterate the
patterns observed in Fig. 5—that when IS measurements were
analyzed without corrections (light gray bars), they produced
optical coefficients that large differences from their expected val-
ues. Both the sample substitution (dark gray bars) and IAD-MC
(black bars) corrections significantly improved these estimates,
for both optical coefficients and measurements using either
source.

Figure 7 shows distributions of differences in retrieved and
expected values of optical absorption [Fig. 7(a): HL source;
Fig. 7(c) SC source] and for reduced scattering coefficients
[Fig. 7(b): HL source; Fig. 7(d) SC source] using data from
nine phantoms in PS2. As in Fig. 6, bars represent mean values
of differences of optical coefficients for each bin, while the
error bars show standard deviations. It is worth noting that the
expected absorption and scattering properties for the phantoms
in Fig. 7 (PS2) are distinctly different from those in Fig. 6 (PS1).

Table 2 summarizes the mean precent errors between the
extracted optical coefficients using measurements using both
light sources for all three inverse methods (no correction,
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Fig. 6. Distribution of the differences between the derived values (light gray: no correction; dark gray: with substitution error correction; black:
MC based correction) and the expected (true) values of absorption coefficients for (a) HL source and (c) SC source across the range of absorption coef-
ficients spanned by 10 phantoms in phantom set PS1. (b), (d) Differences between derived and true values for the reduced scattering coefficients using
measurements, for the same set of 10 phantoms in PS1 using measurements from the HL and SC source, respectively. The range of values spanned
used for binning are as noted on the x axis and were determined so that the frequency count for these ranges resulted in uniform numbers of samples
per bin (see text).

Table 2. Summary of Mean Percent Errors (and
Standard Deviations in Parentheses) in Derived Optical
Coefficients from IS Measurements via IAD Inverse
Calculations

a

HL Source SC Source

Method µa µ′s µa µ′s

No correction 45.3 (43.8) −32.4 (3.6) 43.4 (41.0) −30.1 (5.3)
Substitution −10.4 (19.5) −7.7 (7.5) −18.2 (15.4) −5.3 (6.4)
IAD-MC −18.5 (22.4) −1.9 (3.7) −9.2 (17.1) 1.1 (3.1)
Substitution+
IAD-MC

−62.8 (27.2) 26.8 (8.5) −60.7 (26.4) 37.6 (4.8)

aAs noted in the text, the errors in absorption are only shown for phantoms in
PS2, but the errors in scattering are for all phantoms in PS1 and PS2.

substitution error, and IAD-MC). As seen in Figs. 6(a) and
6(c), for media with low absorption values (lower than about
0.05 cm−1), the retrieved absorption coefficients exceeded
the true values (frequently by over two orders of magnitude),
and thus, the data in Table 2 for percent errors in absorption
included only data from phantoms in data set PS2 (Fig. 7),
since all phantoms in PS2 included hemoglobin as an absorber.
However, for errors in reduced scattering, the data in Table 2
were compiled using all 19 phantoms in PS1 and PS2.

Table 2 also shows a fourth method that incorporated both
substitution and IAD-MC corrections, and as seen, the overall
errors in both retrieved absorption and scattering become as

poor as having no corrections. Representative data of this behav-
ior with both corrections used together is shown in Supplement
1, Fig S1.

4. DISCUSSION

A single IS-based system was used to measure the total
reflectance and transmittance in liquid phantoms across
500–800 nm using one of two light sources (HL and SC).
IS measurements were calibrated to provide inputs to the IAD
algorithm, which translated them into optical coefficients of
absorption and reduced scattering. Optical properties from IAD
were obtained by directly using (calibrated) IS measurements,
or after correcting measurements by a correction method—an
experimental (sample substitution) correction, or a numerically
applied IAD-MC correction.

Optical properties that were closest to expected values in
phantoms were obtained using the SC source with IAD-MC
correction approach with mean absolute (percent) errors in
retrieved absorption and scattering of 0.018 cm−1 (9.2%) and
0.36 cm−1 (1.1%), respectively. Upon correction with sam-
ple substitution, the HL source provided estimates that were
nearly as good as the SC for scattering and had lower average
absolute (relative) errors in absorption errors (seen in Table 2).
Either correction method significantly improved, for either light
source, the derived absorption and scattering coefficients from

https://doi.org/10.6084/m9.figshare.17131325
https://doi.org/10.6084/m9.figshare.17131325
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Fig. 7. Distribution of the differences between the derived values (light gray: no correction; dark gray: with substitution error correction; black:
MC based correction) and the expected (true) values of absorption coefficients for (a) HL source and (c) SC source across the range of absorption coef-
ficients spanned by nine phantoms in phantom set PS2. (b), (d) Differences between derived and true values for the reduced scattering coefficients
using measurements, for the same set of nine phantoms in PS2 using measurements from the HL and SC sources, respectively.

phantoms, relative to no corrections. Applying both correction
methods together worsened errors in derived coefficients.

Given the markedly different source profiles between the
SC and HL sources used, it is interesting to observe that when
ISs measured reflectance and transmittance used directly in
the IAD, they both showed errors of more than 30% in derived
optical coefficients for all phantoms in PS2. Consequently, these
errors cannot then be directly attributable to the beam profiles
and geometries of the sources. Effects of optical polarization also
would be expected to be insignificant, as both the reflected and
transmitted light traverses a highly scattering medium, and it
has been reported that light exiting the IS becomes independent
of the polarization of the incident light [38]. The fact that either
correction method used reduces errors indicates that correction
of power loss in the total fluence collected by the IS mitigated the
issue of measuring lower reflectance [Fig. 4(a)] [25,26]. Since
both these corrections compensate for a reduced reflectance,
using them in conjunction results in an over correction and leads
to worsened performance (seen in Table 2 and Supplement 1,
Fig. S1).

Accuracy of retrieving the absorption coefficient was depen-
dent on the scattering of the sample—with lower errors found
in samples with high scattering. MC simulations indicate that
for our sample and IS geometry used, the probability of photons
escaping the edges of the cuvette wall (and thus not making
it into the IS for detection) increased with reduced scattering
[34]. This could explain why phantoms with higher scattering
showed better reconstructions for the optical coefficients.

The sensitivity to changes measured in reflectance for samples
with low absorption are ultimately limited by detector sensi-
tivity and noise. In our system, the spectrometer dark count
rate was nearly 1.5 counts/ms and translated to a lower limit of
0.01 cm−1 in measurable absorption. Thus, reconstructions of
absorption values of phantoms in PS1 were poor overall. In sam-
ples that had low scattering together with low absorption, even
the transmittance measurements can quickly saturate detectors
and need to be carefully monitored.

5. CONCLUSION AND FUTURE WORK

In this study, a single IS coupled with the IAD algorithm was
used for extraction of optical properties from experimental
measurements. Thin, turbid homogeneous liquid phantoms
that spanned optical properties relevant to biological tissues
were used to characterize the common sources of experimental
errors that yield inaccuracies in retrieved optical properties.
We have limited our imaging systems to span the spectral range
commonly spanned by diffuse optical spectroscopy methods.

We found that it was possible to use a weakly collimated and
diverging HL source with a cooled (portable) spectrometer to
extract wavelength-dependent optical absorption and reduced
scattering of optically turbid liquid samples with errors of under
10%. However, IS measurements of total reflectance and trans-
mittance need to be corrected to account for a systematic loss in
the fluence detected in the IS. The two correction approaches
described here serve equally well for improving extraction of
optical properties from measurements.

https://doi.org/10.6084/m9.figshare.17131325
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Overall, it was possible to extract the reduced scattering
robustly, while accuracy of the extracted absorption coefficient
was dependent on the scattering coefficients of the medium.
These limitations reside in the signal–noise present in the mea-
surements and can be improved by using detectors with low
dark noise. Beam collimation and divergence only marginally
impacted retrieval of optical coefficients. We also limited
our focus in using the IS/IAD approach for estimations of
absorption and reduced scattering coefficients only.

One aspect that remains to be studied in relation to the issue
resolving the optical coefficients of low absorbing and scattering
media is whether measurements of collimated transmittance
could help alleviate it. As has been previously noted, measure-
ments of collimated transmittance are not trivial [14,15,26].
Additionally, the impact of (known) variations in the anisotropy
of phantoms could also be modeled by the IAD. These topics
will be investigated in the future.
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