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We present a refractometer based on the principle of total internal reflection that can sensitively record, in
real time, the refractive index of fluids over a wide range of refractive indices. The device uses a divergent
laser beam and a linear diode array, and has no mechanical or optical moving parts, enabling us to achieve
the measurement of a refractive index at a sensitivity level of 10�6. Our refractometer does not rely on
interferometry, thus enabling the device to be compact, portable, and inexpensive. To the best of our
knowledge, this is the first time a noninterferometric device that performs real-time differential refrac-
tometry with a sensitivity of better than 10�5 has been demonstrated in the literature. We show that
our experimental results agree very well with Fresnel theory. We establish a theoretical limit on the
sensitivity of this class of refractometers. © 2006 Optical Society of America
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1. Background and Motivation

Differential refractometry refers to the measurement
of small changes in the refractive index of liquids and
gases. Such measurement has found increasing use in
recent years, with diverse applications ranging from
imaging in biological cells1 and tissues2–5 and detection
of cancerous precursors,6 to thin-film characterization
for the semiconductor industry,7 chromatography,8
and even regulation of the fermentation process in the
wine industry. For many environmental remediation
applications such as the monitoring of pollutants in
groundwater, or toxins in air, the real-time mea-
surement of changes in the refractive index with a
sensitivity of 10�5 or better is desirable, and even
necessary.9 Differential refractometry with a sen-
sitivity of 10�5 and better traditionally has been
achieved using refractometers based on interferome-
try.6,9,10 However, such refractometers are generally
not as portable and compact as noninterferometric
refractometers and not as amenable to fully auto-
mated operation. Noninterferometric refractometers
are typically limited to a 10�4 sensitivity level,11,12

with a sensitivity of 10�5 being only barely achieved

by some expensive, state-of-the-art, commercial refrac-
tometers.13–15 Furthermore, we note that the most
commonly used type of refractometer, namely, the
Abbe refractometer,13 is designed for steady-state
measurements of isotropic samples and is incapable
of recording real-time changes in the refractive in-
dex.

We demonstrate a simple optical device that records
real-time changes in the refractive index of fluids with
a sensitivity of better than 3 � 10�6. The device design
relies on the principle of total internal reflection and
is not based on interferometry. Our refractometer
consists of no moving mechanical parts, not even a
moving optical beam, and is rugged, inexpensive,
user friendly, and compact. Specifically, the design is
based on the detection of the angular distribution of
the intensity of a divergent laser beam that is re-
flected from the sample onto a linear diode array.
Thus the center of each pixel corresponds to a unique
angle of incidence on the sample surface. This design
is currently used in some new commercially available
refractometer models,14,15 but the resolution of these
commercial refractometers is limited to 2 � 10�5 or
less. Moreover, the theoretical limit on the sensitivity
of this type of refractometer has never been previ-
ously explored in the literature. Here we show that
the fundamental limit on the sensitivity of this re-
fractometer is not determined by the pitch of the
diode array as one may initially suspect, but by the
smallest intensity change that can be measured by an
individual pixel in the array. We derive a theoretical
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expression for this fundamental limit in terms of the
pixel size and dark current, and various other design
parameters. We find that, in principle, the sensitivity
of this class of refractometers can be better than 10�8,
comparable with the best interferometric refractom-
eters.9,10 In practice, though, the sensitivity is ex-
pected to be limited by the intensity fluctuations in
the laser to approximately 10�7. Furthermore, we
identify other sources of optical noise that may sig-
nificantly degrade the performance of the refractom-
eter, and we describe methods to suppress their
contributions. In this way, by a detailed experimental
and theoretical analysis of the different sources of
mechanical, electrical, and optical noise, we have
been able to demonstrate noninterferometric refrac-
tometry at a sensitivity level of better than
3 � 10�6, i.e., 1–2 orders of magnitude more sensitive
than the commercial models mentioned earlier in this
paragraph.14 The demonstrated sensitivity is an or-
der of magnitude less than the expected sensitivity of
10�7, due to our inability to produce, in a controlled
manner, samples with closer-lying values of the re-
fractive index. To the best of our knowledge, this is
the first time a noninterferometric device that per-
forms real-time refractometry with a sensitivity of
better than 10�5 has been demonstrated in the liter-
ature.

In Section 2 we describe the principle of application
of the total internal reflection (TIR) to refractometry.
In Section 3 we describe the design and construction
of our device and the advantages over previous TIR-
based refractometers. In Section 3 we also derive a
theoretical expression for the fundamental limit on
the device sensitivity owing to pixel dark current and
laser intensity fluctuations. Further, we indicate how
we suppress noise from other sources, for example,
from stray laser light scattered into the pixels. Sec-
tion 4 describes the calibration of the device. Next, in
Section 5, we demonstrate the sensitivity of our re-
fractometer to changes in the sample’s refractive in-
dex at a few parts in 10�6. Finally, we state our
conclusions and future outlook in Section 6.

2. Device Principle: Application of Total Internal
Reflection to Refractometry

Consider a glass prism of refractive index nprism, as
shown in Fig. 1(a), with a sample of unknown refrac-
tive index nsample placed on the top, where nsample �
nprism. Suppose a laser beam of intensity Ii is incident
on the prism–sample interface with an angle of inci-
dence �i. TIR occurs if �i exceeds the critical angle �c

given by

�c � sin�1�nsample�nprism� (1)

for the prism–sample interface. In this case one
simply obtains unity for the ratio of the reflected
intensity Ir to the incident intensity Ii. If �i � �c, a
transmitted beam It refracts into the sample, causing
the reflection coefficient Ir�Ii to sharply decrease from
unity in accordance with the well-known Fresnel
equations of reflection and refraction.16 For an inci-
dent beam that is polarized parallel to the plane of
incidence, as is the case for our device, we have by
Fresnel theory that16

Ir

Ii
�

tan2��i � �r�
tan2��i � �r�

, (2)

where by Snell’s law we have sin �r � �nprism�
nsample�sin �i. A representative plot of the ratio Ir�Ii

as a function of �i is shown in Fig. 1(b). The point of
sudden departure from unity marks the sharp bound-
ary between TIR and refraction and occurs when
�i � �c. Thus a careful determination of the location of
this boundary enables, in principle, a sensitive mea-
surement of �c for the sample, and hence from Eq. (1)
the value of nsample. In practice, however, as described
in Section 3, the exact location of the critical angle for
the Ir�Ii curve is obscured by technical noise (mechan-
ical and�or electrical and�or optical in origin). This
prevents discrimination between close-lying values of
nsample. In this context, we draw attention to the en-
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Fig. 1. Principle of TIR-based
refractometry. (a) A sample,
whose refractive index nsample is to
be determined, is placed on the
top of the glass prism (refractive
index nprism). (b) Representative
plot of Ir�Ii versus �i, based on
Fresnel theory [Eq. (2)]. The re-
gions of TIR and refraction (non-
TIR) are indicated. The critical
angle �c corresponds to the sharp
TIR–non-TIR transition. The
encircled region is where a small
change in �i leads to a large
change in Ir�Ii. Note that �i in-
creases to the left in this figure.
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circled region shown in Fig. 1(b), where �i is slightly
less than �c. In this region we see that for a small
change in �i there is a large change in Ir�Ii, much
larger than any changes that may be caused by noise.
In other words, to achieve a relatively noise-free dis-
crimination between close-lying values of nsample, one
may examine the region �i � �c in the immediate
neighborhood of �c rather than just detect the one
point �i � �c. In Section 4 we shall use this method to
sidestep technical noise ripples at the critical angle.

3. Device Design and Construction: Advantages over
Existing TIR-Based Refractometers

A. Suppression of Mechanical Noise

The sensitivity of most critical angle-based refractom-
eters4,5,13 is ultimately limited by the signal-to-noise
ratio with which one detects the exact point where the
transition from TIR to non-TIR occurs. The most com-
mon of these devices is the Abbe refractometer,13 in
which the sample is placed between adjacent prisms
and the intensity of the refracted beam passing
through the sample from the first prism to the second
is measured. Alternatively, the intensity of the re-
flected ray from the interface of a prism4 or lens5 with
the sample is monitored as �i is varied by rotating a
turntable on which the prism or lens is placed. This
need for mechanical adjustment of the incident angle
to satisfy the requirement �i � �c introduces mechan-
ical noise (which limits device sensitivity), and time
delays (which preclude the possibility of real-time
refractometry), and often necessitates the presence of
an operator (which obviates the possibilities for re-
mote control).

By contrast, in our device all mechanical sources of
noise have been practically eliminated. Specifically, in
our design, we incorporate the following two compo-
nents: (1) a divergent laser beam instead of a colli-
mated beam, thereby automatically enabling access to
many different incident angles simultaneously, and (2)
a linear diode array to provide position-resolved detec-

tion of the angular distribution of light reflected from
the sample.

A schematic of our refractometer is shown in Fig. 2.
An infrared laser diode �785 nm� is pigtailed to a
single-mode optical fiber of mode field diameter
5.8 �m. The numerical aperture of the fiber is 0.12,
meaning the divergent Gaussian TEM00 beam emerg-
ing from the fiber has a half-angle of � � 6.89°. This
beam is incident on an equilateral F2-glass prism (we
calculate nprism � 1.608925 for the F2 glass at 785 nm
using a dispersion formula supplied by Schott-
Optical Glass Technologies) of side � 2.5 cm, such
that the center ray of the divergent beam strikes the
first prism face at normal incidence. This is accom-
plished by aligning the retroreflection from the en-
trance face of the prism back upon the fiber. The
angle �i represents the angle of incidence of an arbi-
trary ray within the diverging beam at the prism–
sample interface. The fluid sample whose refractive
index nsample is to be determined is placed on top of
the prism, so that the prism base forms the prism–
sample interface. The reflected rays at the prism–
sample interface exit from the prism and are allowed
to fall on a diode array (Hamamatsu S3903-512Q),
driven by a C7884 Hamamatsu circuit driver, which
is controlled by LabVIEW through a general-purpose
interface bus. The array has a total of 512 pixels.
Each pixel has a diameter of 25 �m. Thus the center
of each pixel may be associated with a unique inci-
dent angle �i. Note that in our device there is no
moving mechanical component, not even a moving
light ray, to keep track. Data taking merely consists
of recording the intensity registered by each pixel on
the diode array. Thus all mechanical noise is practi-
cally eliminated.

B. Fundamental Limit on Refractometer Sensitivity Owing
to Pixel Dark Current and Laser Intensity Fluctuations

In the absence of mechanical noise, the sensitivity of
our refractometer is limited by electrical and optical

Fig. 2. Schematic of the refrac-
tometer. The dashed arrow inside
the sample is the refracted ray
corresponding to the case of �i

� �c, which leads to a darkened
portion in the beam spot falling
on the pixel array. TIR occurs for
angles of �i 	 �c. See the text for
an explanation of the symbols in
the figure.
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noise arising from the dark current in each pixel and
from intensity fluctuations in the laser, respectively.

Figure 2 shows that when the critical angle �c for
the prism–sample interface lies in the range of angles
subtended by the divergent beam, a clear demarca-
tion appears in the reflected beam spot between a
lighted portion corresponding to TIR ��i 	 �c� and a
dark portion corresponding to non-TIR ��i � �c�. This
“dark edge” marks the location on the pixel array of
the critical angle, which moves across the array as
the sample’s refractive index changes. At first glance
it may seem that a given pixel is either bright or dark,
meaning that the pitch of the diode array (i.e., the
pixel diameter, which is 25 �m in our case) deter-
mines the spatial resolution for the location of the
dark edge. However, this is not true, for a variation in
the location of the dark edge within a single pixel
leads to measurable changes in the intensity re-
corded by this pixel. Therefore the resolution of the
refractometer is not limited by the pixel diameter but
by the smallest intensity change discernible by this
pixel; this change, in turn, is clearly limited by the
pixel dark current and laser intensity fluctuations.

We first find the geometric relation between the
pixel-center position and the incident angle �i at the
prism–sample interface. The central ray of the diver-
gent beam is perpendicular to the entrance face of the
prism, and hence also to the emergent face, because
the prism is equilateral. By purely geometric consid-
erations, we find that

�i � 
 � �1

� tan�1�ai�b � nprism�c � d�
cos �r

cos �
� �2��1�, (3)

where � is the angle of the prism and is 60° in our
case, ai is the lateral displacement in the detector
plane of an arbitrary ray (with incident angle �i) from
the central ray (see Fig. 2) and can be expressed in
terms of the pixel number Ni [see Eq. (4)], b is the
total path length of the central ray inside the glass
prism (which one may readily verify from geometric
considerations to be equal to the dashed line AB
drawn in the figure perpendicular to the input face of
the prism; b � 21.7 mm in our case), c and d are the
total path lengths in air of the central ray from the
source to the prism and from the prism to the detector
plane, respectively �c � 11 mm and d � 20.5 mm for
our particular device), and �r is the angle of refraction
of the boundary ray of the divergent beam cone at the
air–prism interface (calculated from Snell’s law to
be 4.276017° in our case) as shown. In Section 4 the
calibration procedure helps determine the symbols �1
and �2, where �1 is the error in degrees denoting the
departure from the perpendicular alignment of the
central ray onto the entrance face of the prism, and �2
is the error in the measurement of the total path
length of the central ray from the source to the de-
tector. If we denote as Ni the pixel on whose center
the emergent ray corresponding to angle �i is inci-
dent, and N0 as the pixel on whose center the central

ray is incident, then we also have the following sim-
ple relation between ai and Ni:

ai �
N�

2 �N0 � Ni

N0
�, (4)

where N is the total number �N � 512� of pixels in the
diode array, and � is the pixel diameter �25 �m�,
meaning that N��2 is simply equal to half the length
of the diode array.

To estimate the least intensity change discernible
by a pixel, we assume for convenience that the dark
edge corresponding to the critical angle �c initially
lies at the center of a pixel, which we denote by Nc

(see Figs. 2 and 3). Suppose the refractive index of the
sample now changes by a small amount, leading to a
slight displacement 
a of the dark edge away from
the center of this pixel, as shown in Fig. 3. The cor-
responding change in power 
P detected by this pixel
is given by 
P � I�
a, where I is the total internal
reflected laser intensity (�5.1 mW�cm2 in our case)
and �
a is the approximate change in illuminated
area. If the response (in mA�mW) of the pixel is de-
noted by R, the small change in detected photocur-
rent 
i due to the displacement 
a of the dark edge is
given by


i � �I�
a�R. (5)

We find from Eqs. (3) and (5) that the corresponding
change in the critical angle is


�c �

i

I�R�b � nprism�c � d�
cos �r

cos � ��1

, (6)

where we have set �1,2 � 0 for the purpose of this
theoretical analysis. Further, we have used the ap-

Fig. 3. Calculating the least intensity change discernible by a
pixel. The dark edge demarcating the TIR and non-TIR regions
moves to a different location within the pixel Nc when the sample’s
refractive index nsample changes slightly. Assuming the dark edge to
be initially located at the center of Nc, the change in illuminated
area is ��
a, where � is the pixel diameter and 
a is the spatial
shift of the dark edge.
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proximation tan��c � 
� � ��c � 
� in radians, because
the maximum possible range for �c � 
 is simply
given by the beam divergence ��r inside the prism,
meaning that �c � 
 is small. The relation between
the measured change in critical angle 
�c and the
change in the sample refractive index, denoted by

nsample, is straightforwardly derived from Eq. (1) as


nsample � 	nprism
2 � nsample

2 
�c. (7)

It is clear from Eqs. (5)–(7) that, if we can estimate
the smallest measurable value of 
i, we would be
able to calculate the sensitivity for our refractometer.
The question then is: What is the smallest detectable
change in photocurrent 
i? This smallest value is
limited by the pixel dark current and�or the fluctu-
ations in the laser intensity.

Role of pixel dark current: If we assume the optical
noise to be negligible for now, a reasonable lower limit
for 
i is given by the pixel dark current (denoted as
iD). Setting 
i � iD corresponds to a light measure-
ment with a 1:1 signal-to-noise ratio. For our device,
the pixel dark current iD is specified by the manufac-
turer to be 0.1 pA or less, and the response R is
specified to be 0.15 mA�mW. Substituting these val-
ues in Eq. (5) we obtain 
amin to be �0.5 nm, which is
over 4 orders of magnitude smaller than the pixel
diameter—a remarkable result (which suggests the
potential applicability of this simple device to the
detection of subnanometric motion of a light beam).
From Eq. (6) we find that 
�c min is predicted to be
�7 � 10�9 rad. Then, from Eq. (7), we find that the
theoretical limit imposed by the pixel dark current
on the sensitivity of our refractometer to changes
about nsample � 1.333 (water), say, is approximately
6 � 10�9, comparable to the most sensitive interfero-
metric refractometers.9,10

Role of laser intensity fluctuations: In many cases,
instead of the dark current in pixel Nc, it is the fluc-
tuations (denoted by f) in the laser intensity I that
may be the dominant factor limiting the sensitivity of
the photocurrent to small changes in the sample’s
refractive index. The fluctuations in the detected pho-
tocurrent 
i caused by these laser intensity fluctua-
tions may be written as 
i � fI���2�4�R. In our case,
we have measured f in each pixel to be no more than
0.05% by taking 50 measurements of the laser-beam
power on the diode array and examining the variance
of the voltage signals recorded by each pixel. Thus
using previously mentioned values for I, �, and
R, we find that �
i� � �5 � 10�4��5.1 mW�cm2����4�
�25 � 10�4 cm2��0.15 mA�mW� � 2 � 10�9 mA. Sub-
stituting this value for 
I in Eq. (5), we find that the
smallest value of 
a that is detectable by the pixel
Nc, with a signal-to-noise ratio of 1:1, is given by
f���4 � 10 nm, which is over 3 orders of magnitude
smaller than the pixel diameter. From Eqs. (6) and
(7), we find that the smallest measurable value for

�c is predicted to be �1.4 � 10�7 rad, and the the-
oretical limit imposed by the laser intensity fluctua-

tions on the sensitivity of our refractometer to
changes about nsample � 1.333 (water), say, is approx-
imately 1.2 � 10�7, a factor of 20 higher than the
lower limit imposed by the pixel dark current.

Therefore in our case, the optical noise owing to
laser intensity fluctuations dominates over the electri-
cal noise owing to pixel dark current and is responsible
for setting a theoretical limit of approximately 10�7 on
the sensitivity of this class of diode-array-based re-
fractometer.

In Subsection 3.C, we describe how data for the
intensity distribution reflected from the prism–
sample interface are collected and analyzed.

C. Device Operation and Data Analysis: Further
Suppression of Optical Noise

We start by measuring the reflected intensity distri-
bution for air (i.e., with no sample present). In this
case, the incident angles �i at the prism–sample in-
terface are such that the entire Gaussian beam
suffers TIR at the prism–air interface, yielding a re-
flected intensity profile that reproduces the input
Gaussian beam, meaning that for all practical pur-
poses the reflected intensity distribution for air is
equal to Ii for the diverging beam. The Gaussian
beam is centered upon the diode array so that
N0 � 255. Curve A in Fig. 4(a) shows the reflected
intensity distribution for air (which we refer to as the
Ii curve from now on) measured by the diode array as
a function of the pixel number.

Next, we measure the reflected intensity distribu-
tion Ir for water and various transparent samples of
different refractive indices. The samples used are so-
lutions that consist of different concentrations of di-
methyl sulfoxide (DMSO) in water. DMSO and water
were chosen for their excellent intermiscible proper-
ties. DMSO has a refractive index of 1.4780–1.4790
in the temperature range of 20 °C–25 °C. We used
sample volumes of approximately 0.5 ml for this
work, which was enough to cover the entire prism
base. In principle, one merely needs to cover the
laser-beam spot (approximate area 0.14 cm2) on the
prism base, meaning far smaller sample volumes
may be used if desired. As an auxiliary check of our
device and also as a calibration reference, we use a
commercial Abbe refractometer which, however, has
a resolution limited to only 5 � 10�4. The Abbe re-
fractometer is calibrated by the manufacturer to pro-
vide refractive index values for � � 589 nm.

Figure 4(a) shows Ir curves measured for two
DMSO–water solutions, namely, S1 and S2, of con-
centrations of 50% and 30%, respectively (where the
concentration value refers to the percentage by vol-
ume of DMSO in water), and for distilled water W.
The vertical dotted lines in this figure show the loca-
tion of the transition from the TIR to the non-TIR
regime for S1, S2, and W. To give the reader a feel for
the refractive indices of these samples, we state the
values of nsample as measured by the auxiliary Abbe
refractometer for S1, S2, and distilled water, respec-
tively: 1.4065, 1.3770, and 1.3330. Each reflected in-

1 September 2006 � Vol. 45, No. 25 � APPLIED OPTICS 6481



tensity curve displayed in Fig. 4(a) is an average over
50 scans, and the time taken for each scan is 8.5 ms,
implying that our measurements are real time for
most practical purposes. The data in Fig. 4(a) have
visible contributions from two additional sources of
optical noise.

First, the curves in Fig. 4(a) for air A, S1, S2, and
water W do not start and end at nearly zero intensity,
sitting instead atop an offset of approximately 0.5 V,
despite the fact that in our setup the reflected beam
spot size at the diode array is less than the length of
the array. This is because of the presence of stray
scattered laser light from nearby optical components
and their mounting hardware. It is important to sup-
press this noise, otherwise the contribution from
noise dominates at small values of Ir. This noise floor
is approximately determined for each curve in Fig.
4(a) by finding the minimum Ir value for that curve,
which is then subtracted from each measured Ir value
to yield a corrected Ir curve. These corrected Ir curves
for S1, S2, and W are divided by the corrected Ii curve
for air A, and the resultant Ir�Ii curves are plotted in
Fig. 4(b), which closely resemble the representative
Ir�Ii curve drawn from the Fresnel theory in Fig. 1(b).
Superposed on the data in Fig. 4(b) are solid-line
curves derived from Fresnel theory, which does not
take into account technical noise in any form. An
explanation of how these theoretical curves are ob-
tained is provided in Section 4. It is clear from Fig.
4(b) that the agreement between experiment and the-
ory deteriorates only at lower values of reflected in-
tensity, where technical noise due to stray light is
expected to dominate, hence the worst agreement for
W. But at values of Ir�Ii that are above 0.8 in Fig. 4(b),
the agreement between theory and experiment is ex-
cellent for all three curves S1, S2, and W.

Second, it is apparent in Fig. 4(a), more so in Fig.
4(b), that noise ripples appear in all the data curves
near the TIR–non-TIR boundary, culminating in a
large “spike” at the critical angle. We found empiri-
cally that the ripple frequency depends on the sample
thickness, leading us to speculate that these ripples
possibly arise from interference between the front
and the back reflections in the sample. At any rate, no
matter what the noise source may be, it is vital to
circumvent this problem to create a sensitive refrac-
tometer. Figure 5 shows a magnified view of the ex-
perimental Ir�Ii curves in the critical TIR–non-TIR
transition region for three different close-lying
DMSO–water solutions, named F1–F3, of concentra-
tions 19.012%, 18.0775%, and 17.2689%, respec-
tively (with refractive index values, as measured
with the Abbe refractometer, of 1.3615, 1.3600, and
1.3590, respectively). The solid lines are merely
drawn as an aid to the eye. On this magnified scale,
the spike looks like a “hump.” Clearly, the precise
pixel location of the critical transition is ambiguous—
does the transition occur at the peak of the hump, or
at the beginning or at the end? We decided to allevi-
ate this problem by taking a cue from the comment in
Section 2 regarding the encircled region shown in Fig.
1(b), and examining the region immediately after the
TIR–non-TIR transition in Fig. 5(a), where Ir�Ii falls
smoothly from unity in a noise-free manner. In Sec-
tion 4, we show how we use this noise-free region to
calibrate our device for use as a sensitive refractom-
eter.

4. Device Calibration

We calibrate the pixel number Ni in terms of refractive
index by the following three steps. First, we choose an
Ir�Ii curve (say, F1) in Fig. 5(a), and draw a horizontal

Fig. 4. (a) Reflected intensity distribution across the diode array for a diverging Gaussian laser beam incident on the prism–sample
interface for four different samples: (1) A, “sample” is air. TIR occurs for all incident angles. (2) S1, sample is a 50% DMSO–water solution.
(3) S2, sample is a 30% DMSO–water solution. (4) W, sample is distilled water. (b) Ir�Ii curves, corrected for optical noise due to stray laser
light scattering as described in the text, for W and samples S1 and S2. The solid curves are theoretical curves obtained from the Fresnel
Eq. (2) after device calibration has been performed as described in Section 4.

6482 APPLIED OPTICS � Vol. 45, No. 25 � 1 September 2006



dotted line (from now on referred to as the calibration
axis) that passes through a pixel data point (say,
Ni � 391) lying on F1. We postulate that the pixel
number at the point of intersection of the calibration
axis with the Ir�Ii curve for a given sample corre-
sponds to the critical angle for that sample. Thus
Ni � 391 is taken to correspond to the critical angle
for sample F1. This explains why our refractometer is
differential, and not absolute, for it is evident from
Fig. 5(b) that the true critical angle would always lie
at a smaller (but indeterminate, owing to excessive
noise) pixel value. The axis of calibration is chosen to
lie close to unity �Ir�Ii � 0.923�, yet stay well clear of
the noise ripples in the data in the TIR region. The
exact y location of the axis of calibration is unimpor-
tant. Second, we measure the refractive index of the
chosen sample F1 with the reference Abbe refractom-
eter (nF1 � 1.3615 as mentioned earlier) and calculate
the critical angle �F1 from this measured value using
Eq. (1). Third, we substitute �F1 for �i and 391 for Ni

in Eq. (3) to obtain an equation in which the mis-
alignment error constants �1 and �2 are the only two
unknowns (the values for all the other symbols were
specified in Subsection 3.B). Of the many possible
combinations of values that �1 and �2 may take, yet
satisfy Eq. (3), we choose that combination for which
both �1 and �2 are nearly minimized, namely, �1 is
equal to 0.349111°, and �2 is equal to 0.394915 cm.
Now, all the parameters on the right-hand side of
Eq. (3) are known. Substituting the various pixel
numbers into the right-hand side of this equation
yields a range of incident angles, each of which trans-
forms into a critical angle for a given sample at the
point of intersection of that sample’s Ir�Ii curve with
the calibration axis. A refractive index may be
straightforwardly inferred from each critical angle.
Thus the axis of calibration in Fig. 5 is now calibrated
in terms of refractive index.

We now check the quality of our calibration by com-
paring the Abbe measurements for other samples be-
sides F1 [for example, samples F2 and F3 in Fig. 5(a),
and water W] with our own device’s calibrated mea-
surements of nsample. Figure 5(b) depicts a vertically
expanded view near the axis of calibration (which
forms the x axis for this figure) of the three Ir�Ii
curves F2, F3, and W. The measured refractive indi-
ces corresponding to these three curves are read off
from their respective points of intersection with the
axis of calibration. The comparison between the ref-
erence Abbe readings and our calibrated device mea-
surements is shown in Table 1. It is gratifying to
note that in each case our refractometer agrees with
the Abbe reading to within the resolution of the Abbe
refractometer, namely, 5 � 10�4. In this way, the
calibration of our device over the refractive index
range of 1.3330–1.3615 is complete. Actually the
range of measurable refractive indices extends well
beyond 1.3615. A cursory glance at Fig. 4 reveals
that, while the TIR–non-TIR transition for water ap-
pears near the lower limit of the observable range, we
obtained clearly observable critical transitions for re-
fractive indices to approximately 1.43 (the refractive
index for sample S1 in Fig. 4 is measured on the Abbe
refractometer to be 1.4065). Thus we may achieve the
calibration of our device over a rather wide range of
refractive indices. Furthermore, in Section 5, we
demonstrate that, despite this wide range, our refrac-
tometer is sensitive to changes in the refractive index
at better than the 10�5 level. This is the reason for
quoting our refractometer’s calibrated readings to the
sixth decimal place in Table 1, even though the x axis
in Fig. 5(b), which was chosen to display the wide
range of calibration, is too coarse to reveal changes on
that fine a scale.

Table 1 also shows the theoretical values for nsample

predicted by Fresnel theory. To obtain these values,

Fig. 5. (a) Magnified view of the Ir�Ii curves in the TIR–non-TIR transition region for three different DMSO–water solutions F1–F3 of
close-lying concentrations 19.012%, 18.0775%, and 17.2689%, respectively. The axis of calibration is the horizontal dotted line drawn in
the noise-free region near, but not at, the TIR–non-TIR transition point (see Section 4 for further explanation). The reference curve is F1,
with all other refractive indices being measured relative to the Abbe value of 1.3615 for F1. The solid lines are merely drawn to aid the
eye. (b) Vertically expanded view of the Ir�Ii curves for F1, F2, F3, and distilled water (W) in the vicinity of the axis of calibration which
forms the x axis in this figure. Note the break in the x axis to accommodate water in the figure.
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we first express Fresnel’s formula [Eq. (2)] for Ir�Ii in
terms of the pixel number Ni instead of �i using the
calibration performed just above. Now, for any given
sample, we examine Fig. 5(a) and plug into Fresnel’s
formula the value of Ni at which the sample’s Ir�Ii

curve intersects with the axis of calibration. We then
calculate the value of nsample from Eq. (2) that yields
Ir�Ii equal to 0.923 corresponding to our choice of y
location of the axis of calibration. For example, for
sample F1, we calculate that nsample � 1.361556 at
Ni � 391 yields 0.923 for Ir�Ii. Note that it is typical
for the Ni value at the point of intersection of an Ir�Ii

curve with the axis of calibration to be fractional,
since a data point will rarely lie at this intersection
point. In all such cases, the fractional value of Ni is
determined by interpolating between the two pixel
data points on the Ir�Ii curve nearest to the calibra-
tion axis. We see in Table 1 that the theoretical and
experimental values for the refractive indices of F2,
F3, and W agree to within the resolution of the ref-
erence Abbe. Thus the Fresnel theory offers good sup-
port to our experimental results. Once nsample is
calculated in this way, the entire theoretical Ir�Ii

curve may be generated from Eq. (2). Such theoretical
Ir�Ii curves are plotted for samples S1, S2, and water
in Fig. 4. Again we find, for S1 and S2, that the
theoretical refractive index values of 1.406444 and
1.376977 agree with the Abbe measurements of
1.4065 and 1.3770 within the resolution of the Abbe
refractometer.

To conclude this section on device calibration, we
note that, instead of using an arbitrary sample as our
reference point for calibration, an alternative could be
to simply choose the refractive index of water as our
reference point. Extensive tables exist in the literature
that cite the refractive index of water at different tem-
peratures and wavelengths,17,18 but in our case we
were unsure about the quality of our distilled water,
and preferred to do the calibration based on a concrete
measurement, albeit with poor resolution. We also
note that if we had a high-resolution calibration re-
fractometer, we would use two, not one, reference
points for calibration. We would then have two equa-
tions for the two unknowns �1 and �2, meaning we
could have then solved for the unknowns exactly,
thus enhancing the quality of our calibration.

Fig. 6. Twenty-four different
DMSO–water samples were sys-
tematically prepared so that a
wide range of differences in the
refractive index may be measured
and displayed. All the lines are
parallel to each other. Note the
“band” formed by the 12 samples
with close-lying values of the re-
fractive index. These samples are
not distinguished by the Abbe re-
fractometer, but are clearly re-
solved by our device (see Fig. 7).

Table 1. Refractive Indices for Samples F2 and F3 and Water was Measured by Our Abbe Refractometer and Our Calibrated Devicea

Sample
(See Fig. 5;

W is in
Fig. 4)

Concentration
(% by Volume
of DMSO in

Water)

Refractive Index nsample Discrepancy (�10�4)

Reference
Abbe

Calibrated
Device Theory

Abbe Versus
Device

Theory Versus
Device

F1 19.0120 1.3615 1.361500 1.361556 0 0.56
F2 18.0775 1.3600 1.359871 1.359908 1.29 0.37
F3 17.2689 1.3590 1.358635 1.358723 3.65 0.88

W (water) 0 1.3330 1.332929 1.332963 0.71 0.34

aBoth refractometers agree to within the accuracy of the Abbe refractometer.
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5. Sensitivity of Our Refractometer

We now demonstrate measurements with our refrac-
tometer of changes in the refractive index that are
significantly smaller than 10�5. Figure 6 shows the
Ir�Ii curves for 24 different DMSO–water solutions.
These solutions were prepared systematically so that
there are several samples for which the refractive
indices are not distinguishable on the 10�4 scale. For
example, none of the 12 samples with a refractive
index between 1.3591 and 1.3594 in Fig. 6 was re-
solvable by the reference Abbe refractometer, least of
all the closest-lying samples denoted by A and B, and
C and D. Figure 7 demonstrates that our refractom-
eter is capable of clearly distinguishing these close-
lying samples. The fact that the lines no longer look
vertical is irrelevant because only their points of in-
tersection with the axis of calibration (the x axis in
Fig. 7) matter. Note that the least count of the x axis
in Fig. 7 is 10�6 units of refractive index. Thus sam-
ples A and B are demonstrated to be separated in the
refractive index by 4 � 10�6, and samples C and D are
separated by less than 3 � 10�6. The reason we could
not probe even smaller refractive index changes was
that we had no method for preparing samples in a
controlled manner with ever-decreasing differences
in the refractive index.

The data in Figs. 4–7 clearly show that our re-
fractometer performs highly sensitive measure-
ments of changes in the refractive index over a wide
range of indices. The current data were taken with
no temperature stabilization on the device leading
to a temperature fluctuation of 0.5 °C over approx-
imately 30 min. As a result, it was difficult to prepare
DMSO–water solutions in a controlled fashion for
which the refractive index differed by a few parts in
a million or less.

6. Conclusions

In conclusion, we have built a proof-of-principle re-
fractometer, which we have demonstrated is sensi-
tive to changes in the refractive index at a level less

than 3 � 10�6. The determination of the refractive
index of an unknown sample is completed in less than
a second, and is hence near real time. Most biological
imaging applications focus on samples for which the
refractive index is close to that of water. The refrac-
tive index for water lies too close to the end of our
useful range in the setup described in this work.
However, by simply changing the prism to a lower
refractive index (for example, BK7 glass with a re-
fractive index of 1.517), one may center the usable
range of refractive indices upon water for bioimaging
purposes. Sample sizes need not be larger than a
fraction of 0.5 ml. The high quality of the data in
Fig. 7, and the theoretical analysis in Subsection 3.B
of the fundamental limit on the sensitivity of this
class of refractometer, suggests that the device is
capable of resolving differences in the refractive in-
dex even smaller than 10�6. However, we could not
test the sensitivity of the device at that level because
of our inability to produce samples with refractive
indices lying that close. Temperature stabilization,
and increasing the number of pixels from 512 to 1024,
are obvious steps to improve the sensitivity of the
device. Even so, this is the first time, to the best of our
knowledge, that a noninterferometric refractometer
capable of real-time measurements with better than
10�5 sensitivity has been demonstrated.

From the point of view of bioimaging, the measure-
ment of refractive index of turbid and absorbing sam-
ples is of great interest. Our refractometer offers the
potential for highly sensitive differential refractome-
try at the 10�4–10�6 level. Traditional critical angle-
based refractometers14,15 fail with such samples,
because they examine only the one point �i � �c. It is
well known that near the critical angle, the beam
experiences substantial penetration into the sample
before undergoing reflection back out (this is the
Goos–Hanchen effect). The scattering during this
penetration causes a nonzero imaginary component
of the refractive index and has been shown to have a
smoothing effect on the sharp knee in the reflectance-

Fig. 7. Eight samples with the
closest-lying refractive indices
from the curves shown in Fig. 6.
The refractive index for an un-
known sample is always read
from the point of intersection of
the Ir�Ii curve for the sample
with the calibration axis which
is the x axis here. Our device
clearly resolves the two pairs of
lines A and B, and C and D, for
which the differences in the re-
fractive index are 4 � 10�6 and
3 � 10�6, respectively.
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versus-incident angle curve.19 Furthermore, in this
case, the “critical” angle at which the maximum re-
flectance change occurs has been shown19 to yield
erroneous values for the real part of the refractive
index. In our refractometer design we examine not
just �i � �c but the nearby region �i � �c. As demon-
strated in Subsection 3.C and Section 4, one may
perform exceptionally sensitive differential refrac-
tometry by steering clear of the noisy TIR–non-TIR
region and instead working in a nearby noise-free
region. Clearly, this is appropriate only if the slope of
the Ir�Ii curve at the calibration axis [see Fig. 5(a)] is
the same for every sample refractive index. We
checked that this is indeed the case for the theoretical
curves derived from Fresnel theory [see Eq. (2)] that
are used to fit all the data presented in Figs. 6 and 7.
Note that, once the pixel array is calibrated in terms
of refractive index values [see Fig. 5(a)], the slope of
the intensity change Ir�Ii is nothing but the sensitiv-
ity of the device. In other words, the theoretical sen-
sitivity of the device is constant over the range of
sample refractive indices examined in this work.

Further bioapplications of our device may be envi-
sioned if we examine changes in the polarization of
the totally internally reflected light, caused perhaps
by biological activity at different spatial points in the
sample.20 These possible applications are currently
being investigated in our laboratory.
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